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Abstract One of the main goals of virtual reality is to provide immersive environments that take

participants away from the real life into a virtual one. Many investigators have been interested in

bringing new technologies, devices, and applications to facilitate this goal. Few, however, have

focused on the specific human–computer interaction aspects of such environments. In this article

we present our literature review of virtual reality and the Cave Automated Virtual Environment

(CAVE). In particular, the article begins by providing a brief overview of the evolution of virtual

reality. In addition, key elements of a virtual reality system are presented along with a proposed

taxonomy that categorizes such systems from the perspective of technologies used and the mental

immersion level found in these systems. Moreover, a detailed overview of the CAVE is presented in

terms of its characteristics, uses, and mainly, the interaction styles inside it. Insights of the interac-

tion challenges and research directions of investigating interaction with virtual reality systems in

general and the CAVE in particular are thoroughly discussed as well.
ª 2015 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

1.1. Evolution and definition of the virtual reality term

Computers are being widely used in almost all aspects of our

daily activities. Currently, the concept of illiteracy can be seen
evolving from not knowing how to read or write to having lim-
ited or no computer skills. One can argue that people who are

fluent in computers have an advantage over those of limited
computer skills in terms of employment opportunities, enter-
tainment, literature, and socialization. Playing an important
role in the current revolution of computers and technology,

virtual reality is widely and increasingly used in our everyday
activities as well. Nowadays, we can incorporate and benefit
from virtual reality in entertainment, architecture, metrology,

military, manufacturing, medicine, training, and many more
areas. In his book (Cline, 2005), published in 2005, Mychilo
Stephenson Cline claims that virtual reality will lead to essen-

tial changes in the lives and activities of human beings.
However, enhancing virtual reality has been identified by the
National Academy of Engineering to be one of the Fourteen

Grand Engineering Challenges of the 21st century (National
Academy, 2008).

Virtual reality has evolved over the last four decades. The
concept of virtual reality or, in particular, the virtual space,

has been used in several old novels and movies before being
introduced in computer technology. Ivan Sutherland, however,
is claimed to be the first to introduce the concept of virtual

reality in his PhD dissertation (Sutherland, 1963), which was
published in 1963, and his Ultimate Display (Sutherland,
1965), invented in 1965. Sutherland’s dissertation,

SketchPad, a Man–Machine Graphical Communication
System, introduced several new ideas to the community of
computer science in terms of computer graphics, virtual real-

ity, and human–computer interaction. In 1989, however, the
term of virtual reality in its modern meaning was popularized
by Jaron Lanier, the founder of the Virtual Programming
Languages research company (Lewis and Sound Bytes,

1994). Since then, virtual reality has been studied, developed,
and used more intensively by interested researchers and scien-
tists. Over the years, electrical engineering, mechanical engi-

neering, computer graphics, computer engineering, physics,
chemistry, biology, and other disciplines have had their impact
on the evolution of the virtual reality experience that we prac-

tice today. Practitioners were focusing on the sight sense of a
human being in developing, exploring, and investigating vir-
tual reality. The focus currently is moving toward the sight,
hearing, and touching senses. Some research investigations

are being done on the smell and taste senses as well, such as
in the Virtual Cocoon (Cocoon, 2012).

When computer scientists define the term of virtual reality,

they refer to the immersive virtual reality systems and break
the definition into two parts: the semantics of virtual and the
semantics of reality. They then combine the two definitions

into one to obtain a conceptual meaning of the term virtual
reality from their own perspective. Major dictionaries define
the adjective ‘‘virtual’’ to be nearly a particular thing that does

not physically exist. The noun ‘‘reality’’, on the other hand,
refers to a true, not imagined thing, that has a state of being
real. Several scientists and researchers defined the term of vir-
tual reality from their own perspectives, which relate to their

disciplines and backgrounds. Pimentel and Teixeira, for exam-
ple, defined the term of virtual reality to be: ‘‘an immersive,
interactive experience generated by a computer’’ (Pimentel

and Teixeira, 1993). A more recent definition was proposed
by Brooks, who defined a virtual reality experience to be:
‘‘as any in which the user is effectively immersed in a respon-

sive virtual world. This implies user dynamic control of view-
point’’ (Brooks, 1999). In Zaho (2002), the author defined
virtual reality as a closed computer system that consists of a

virtual environment, a physical environment, as well as a soft-
ware and hardware interface, which allows interaction between
a human and a computer. In their book, Sherman and Craig
(Sherman and Craig, 2003), introduced another definition of

virtual reality, which is described to be a medium composed
of interactive computer simulations. In such a medium, the
user’s, or participant’s, position and actions are sensed in order

to replace or augment the feedback to one or more senses. This
approach gives the feeling of being mentally immersed in the
simulation or virtual world. A very recent, yet comprehensive,

definition was introduced by the authors of Dioniso et al.
(2013), who refer to virtual reality as ‘‘computer-generated
simulations of three-dimensional objects or environments with
seemingly real, direct, or physical user interaction’’.
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From the evolution of these definitions, it can be seen that
virtual reality is an integration of several elements, including
computers, worlds and environments, interactivity, immersion,

and users, who are usually referred to as participants in a vir-
tual reality experience. Furthermore, Sherman and Craig
introduced four key elements of a virtual reality experience,

namely: virtual world or medium, immersion, sensory feed-
back, and interactivity (Sherman and Craig, 2003). Other ele-
ments have been identified too, such as the computer

(Pimentel and Teixeira, 1993) and the users or participants
(Brooks, 1999). Section 2 briefly describes the elements of a
virtual reality experience.

1.2. Related terms and concepts

The term virtual reality was not the only one to describe such
technology, system, or experience. In the 1970s, for example,

Myron Krueger (Krueger, 1992) introduced the phrase artifi-
cial reality, by which he meant a technology that allows the
user to physically participate in a simulation created and

updated by a computer. Kruger explained that an artificial
reality system tracks the participant’s body, gives the virtual
world some graphical representations displayed on screens,

and modifies the object of the world in response to actions
done by the participant. This requires analyzing the partici-
pant’s movements in the context of the virtual world.

Cyberspace is another term that was coined by the science

fiction novelist, William Gibson, in his 1982 and 1984 stories,
‘‘Burning Chrome’’ and ‘‘Neuromancer’’. By this term he
meant ‘‘a parallel universe created and sustained by the world’s

computers and communication lines’’ (Doherty, 1994). In an
interview, Gibson explained cyberspace to be a metaphor
where banking transactions, stock markets, telephone calls

and the Internet take place. It is a space in which geography
no longer exists (Josefsson, 1994). From a computer scientist’s
perspective, cyberspace was defined by Sherman and Craig

(Sherman and Craig, 2003) to be a space or a location residing
in the participant’s mind. This space is a result of technology
that allows people, who are geographically away from each
other, to communicate in an interactive fashion. Other newer

terms that are related to virtual reality include virtual worlds,
and virtual environments. A virtual world was described ear-
lier in this section. A virtual environment, on the other hand,

is considered to be both a virtual world and an instance of a
virtual world presented in an interactive medium such as vir-
tual reality (Sherman and Craig, 2003).

2. Related work

Many attempts have been done to survey the current literature

of virtual reality systems. Each of these reviews discusses and
outlines the status of virtual reality from a specific perspective.
In Zhou and Deng (2009), for example, the authors presented

the evolution of the definitions of virtual reality based on tech-
nology and immersion. They also outlined a brief history of
the virtual reality technology. Furthermore, the authors dis-
cussed the key image processing techniques needed in design-

ing virtual reality systems and virtual environments.
An older, yet comprehensive, survey of virtual reality liter-

ature was presented in Steed (1993). The paper focuses on the

technologies used in virtual reality and the aspects of designing
a virtual reality system, such as the interface devices, system
management software and actual virtual world structure.

The author in Zhao (2011) identified ten scientific and tech-

nological problems in virtual reality from his computational
point of view. The aim was to help address these problems
and thus, improve the development of virtual reality applica-

tions. In fact, the author has previously published an extended
version of this work in Zhao (2009), in which the author cate-
gorized virtual reality problems and identified major research

and development trends in virtual reality.
A survey of augmented reality has been presented in

Krevelen and Poleman (2010) in terms of technologies, appli-
cations, and limitations. The paper describes augmented real-

ity and gives an insight of its history. It then goes into a
detailed look at the key components needed to build an aug-
mented reality system, including displays, tracking sensors,

and user interfaces. The characteristics of the surveyed visual
augmented reality displays are presented with a comparison
of their individual advantages. Furthermore, the authors

explored the different styles of user interaction with an aug-
mented reality system along with the limitations regarding
human factors of using augment reality systems. Although this

paper has very interesting insights, its focus is on augmented
reality rather than virtual reality. Virtual reality and aug-
mented reality overlap in many aspects as they are both part
of a bigger umbrella called mixed reality. Moreover, aug-

mented reality can be considered part of virtual reality when
combining real objects and virtual objects in a real
environment.

Another related work was recently presented in (Liu et al.,
2012), in which the authors reviewed the current state of
melding-related techniques in virtual worlds. In particular,

the authors introduced a taxonomy of consistency models that
helps in providing users interacting within a shared virtual
world with the illusion needed to improve their virtual experi-

ence. The taxonomy was applied to case study several shared
virtual worlds. Finally, the authors discussed the challenges
and promising solutions of state melding in large-scale virtual
worlds.

While each of these related works, among others (Bowman,
1995; Wright and Madey, 2008), has its significant impact and
contribution on exploring and outlining the status of virtual

reality, little work has been done in focusing on reviewing
the interaction design aspects of building virtual reality sys-
tems and the key elements needed to improve such interaction.

In addition, the literature lacks a comprehensive taxonomy
that can classify virtual reality systems into groups that share
a common pattern of properties and the level of immersion
in particular. Furthermore, and although we believe it has a

great promising potential, the CAVE has not been well studied
in terms of exploring the interaction challenges and research
directions of building a CAVE-based application.

2.1. Objective and scope of the current paper

This paper is constructed around four main aspects: (i) virtual

reality and elements of a virtual reality system, (ii) a taxonomy
of virtual reality systems, (iii) the CAVE, and (iv) interaction
styles used, challenges faced, and research directions in build-

ing software applications for virtual reality systems and the
CAVE.
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The main objective of this paper is to provide a compre-
hensive review of the current status of virtual reality systems
and the CAVE, in particular. We believe that experts as well

as new comers to the field of virtual reality, the CAVE, and
human–computer interaction, would benefit from this review.
For new comers, the flow of presentation works as follows:

firstly, virtual reality definitions and a brief look at its evolu-
tion over the past decades are introduced. Secondly, the key
elements that should be found in a virtual reality system are

explored. Each one of these elements can be looked at as a
measure in identifying whether a system shall be considered
a virtual reality one or not. Understanding these elements
is essential in order to understand the proposed taxonomy

as well as the rest of the paper. Thirdly, a proposed taxon-
omy of virtual reality systems is presented with examples to
give the reader a visual insight of current trends of virtual

reality systems. Other objectives of the taxonomy are dis-
cussed at the end of this section as well. Fourthly, a deeper
look at the CAVE is presented in terms of its characteristics,

uses, and interaction styles. We chose to further explore the
CAVE rather than other virtual reality systems because we
believe that the CAVE is one of the most important systems

of the evolution of virtual reality. Although the CAVE has a
great potential, many of its research and development
aspects, the interaction design aspect in particular, have not
been well explored by researchers. Therefore, and fifthly, an

exploration of the interaction design challenges of developing
CAVE-based application is presented in this paper as well.
The challenges identified should be carefully considered by

software engineers as well as interaction designers in the
early stages of the software life cycle. As a result, unpre-
dictable software risks could be minimized. Moreover, inter-

ested researchers and practitioners could benefit from the
identification of these challenges in opening the directions
for future research studies and investigations that could

deal with each one of the challenges and/or minimize its
impact.

Many virtual reality systems have been developed over the
last decades. Also, the future trend is promising in terms of

the number of virtual reality systems that are being, and will
be, developed. Therefore, there is a need to classify such sys-
tems into groups, where members of each group share some

common patterns. In Section 3 of this paper, we present our
proposed taxonomy of virtual reality systems. One of the
objectives of the proposed taxonomy is to classify virtual

reality systems into groups. Each group has its own proper-
ties and significance. Although different, virtual reality sys-
tems in each group share the same relationship patterns in
terms of technology and level of immersion. Moreover, we

believe that such taxonomy helps practitioners in focusing
on a group, rather than a specific system in conducting future
research studies. For example, a heuristic evaluation can be

customized to one group over another according to the speci-
fic properties of the group. Another benefit of the proposed
taxonomy would be in supporting the prediction of new

trends in the evolution of virtual reality systems as well as
identifying new systems. This, in turn, would minimize the
randomization of virtual reality systems and put the technol-

ogy on a clear time line.
3. Key elements of a virtual reality experience

3.1. Key element one: a virtual world (medium)

In their book (Biocca and Levy, 1995), Biocca and Levy
defined the virtual world to be a space generated by a com-

puter in which one or more users interact with one another
via two-dimensional, three-dimensional, or other graphical
representations called avatars. Sherman and Craig (Sherman

and Craig, 2003) described it as a collection of objects in a
space governed by rules and relationships. This space is not
part of the real life and is manifested through a medium.

3.2. Key element two: immersion

In terms of psychology, immersion refers to being completely
involved in something while in action. In other words, it is a

state in which a participant becomes attracted and involved
in a virtual space of an activity to an extension that his or
her mind is separated from the physical space he or she is being

active in.
We can experience immersion in several types of daily activ-

ities. Many novels, for example, take the readers to a new

nonexistent world where they feel themselves part of it,
empathize with its characters, and forget their real world and
surroundings. Scientists refer to this type of immersion as men-
tal immersion. Other examples of such an immersion include

watching a movie, listening to music, and daydreaming.
Physical immersion, another type of immersion, can be experi-
enced when we become physically involved in an experience.

People who achieve a physical immersion are called partici-
pants (Sherman and Craig, 2003). In a flight simulator, for
example, the trainee, or participant, has to go inside a simu-

lated cockpit to be able to interact with different objects in
order to fly a virtual airplane. What is being displayed in front
of the trainee, as for example shown in Fig. 1, is updated and
modified according to his or her movements, instrument read-

ings, and the environment in which the airplane is being flown.
Mental immersion, on the other hand, has different levels

of immersion in a virtual reality experience. Such an experience

can have a partial mental immersing or a complete one,
although it is worthwhile noting that reaching a completely
mental immersion in a virtual reality experience is still an

active challenge for research.
Researchers have suggested other approaches for classifying

immersion. For example, in their paper, Nakatsu and Tosam

(Nakatsu and Tosam, 2005) introduced the terms passive
immersion and active immersion. The lack or the existence of
interaction is the key element that distinguishes these two types
of immersion. Active immersion includes interacting with

objects, whereas in passive immersion the users only receive
information with no interaction. Watching a movie, for exam-
ple, can be considered an instance of passive immersion. On

the other hand, an artist who is concentrated on creating a scene
is an example of active immersion. Therefore, a virtual reality
experience should involve an active immersion. This, in turn, is

achieved by implementing different interaction approaches,
which are discussed further in Section 4 of this article.



Figure 1 Participants using a flight simulator (Courtesy of Wikimedia Commons).
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Ermi and Mayra (Ermi and Mayra, 2005) suggested three
other classifications of immersion related to games, including

sensory immersion, challenge-based immersion, and imagina-
tive immersion. Audio and visual execution of games offers a
good example of sensory immersion. It can be recognized by

almost everyone, even those who have less experience with
games, such as parents helping their kids in a game.
Challenge-based immersion can be felt when the users are able
to achieve a satisfying balance of challenges and abilities.

Strategic thinking and solving a logical problem are examples
of such an immersion. Finally, in an imaginative immersion,
participants become more absorbed with the game story and

the world to the extent that they begin to have feelings for
game characters. Participants in this type of immersion are
given the chance to use their own imagination, empathize with

characters, or just enjoy the game.
In their book, Pimentel and Teixeira (Pimentel and

Teixeira, 1993) claimed that in order for a virtual world to

be considered immersive, the question to be asked is whether
the virtual world is real enough to suspend the participant’s
disbelief for a period of time. This means that an immersive
experience does not require the virtual world to be as real as

the physical one.
In Zhou and Deng (2009), the authors had other perspec-

tive of looking at the virtual reality from the degree of immer-

sion, or degree of flow. If there is no immersion, then the
imaginary world constructed in their minds is considered a vir-
tual world. When people half immerse into the world, it is con-

sidered a medium virtual reality. On the other hand, ‘‘when
people immerse into the world constructed in their minds,
the imaginary world is considered a virtual reality’’.

3.3. Key element three: feedback

Feedback, or sensory feedback (Sherman and Craig, 2003), is
another key element of a VR experience. Feedback gives par-

ticipants the ability to observe the results (or outputs) of their
activities (or inputs). A virtual display, for example, should
respond to a participant moving his or her head by updating
the displayed image accordingly. In other words, when the par-
ticipant looks to the right, the display should show what exists

on the right side of the participant in the virtual environment,
and so on. This should be done in a realistic period of time and
with no delays. Although the term sensory feedback is used in

medicine, mechanical engineering, electrical engineering, and
computer science and engineering, it points, in general, to
the same action or mechanism. In medicine, for example, sen-
sory feedback is a mechanism of communication within the

sensory system. The input signal generates an output response
that returns to influence the continued activity or productivity
of the sensory system (Crick and Koch, 1998).

The same approach is used in VR systems. The head,
hands, orientation of the torso, or other parts of the partici-
pant, are tracked in order to provide feedback in several forms,

such as visual feedback, touch or haptic feedback, aural feed-
back, and possibly even smell and taste.

3.4. Key element four: interactivity

In a virtual reality experience, interactivity gives participants
the ability to interact with and modify the virtual world.
Interactivity is achieved through the use of sensors and other

devices that allow participants to dynamically interact with vir-
tual objects through navigation, direct manipulation, or other
styles of interaction. In (Bowman and Hodges, 1999), Bowman

and Hodges identified three interaction techniques with com-
plex virtual environments, namely: viewpoint motion control,
selection, and manipulation. The viewpoint motion control,

or travel, takes place when a participant changes his or her
location or orientation within the virtual environment. In
other words, it is an interaction technique that gives the partic-

ipant the ability to navigate and travel in the virtual world.
While navigating through the environment, the participant
can interact with virtual objects that reside in the environment.
This interaction is done through selecting the virtual object

and then manipulating its state. It is a vital element for the vir-
tual reality system to understand, or sense, the participant’s
interaction and thus provide the appropriate feedback. This
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should be done in a real-time manner (Preddy and Nance,
2002). Otherwise, the interactivity element of the system will
not hold, resulting in bad virtual reality experience.

Interacting with a virtual environment is further explored in
Section 4 of this article, in which a deeper discussion of the
interactivity in a virtual reality experience, the CAVE in partic-

ular, is further presented.

3.5. Key element five: participants

As with other computer systems, a user, or participant, is an
essential element in any virtual reality experience.
Participants vary in many dimensions and, thus, need to be

studied and targeted accordingly. A new participant to a virtual
reality system, for example, needs a system that minimizes the
learnability aspect of its experience. An expert participant, on
the other hand, needs an efficient system in terms of getting

to his or her goal with the help of shortcuts and command
aggregations. An infrequent participant of a virtual reality sys-
tem should be provided with a system that uses less of the

human memory. This leads to the importance of the user-
centered design process in developing virtual reality systems.
Furthermore, a relationship between a virtual reality system

and its participant(s) can take the form of one-to-one or one-
to-many. In a one-to-one relationship, only one participant
interacts with a virtual reality system. A one-to-many relation-
ship, on the other hand, allows many participants to interact

with one virtual reality system. This level of interaction can
vary from only observing what is going on a virtual world to
interactively interact with the system. It is important to note

here that a minimum of one participant should be interacting
with a virtual reality system while other participants observe
the experience. Otherwise, the interactivity element would not

hold, resulting in a weak virtual reality experience.

4. A taxonomy of virtual reality systems

As discussed in Section 2 of this paper, virtual reality is becom-
ing widely and increasingly active in terms of research,
Figure 2 A proposed taxonom
innovations, and investigations. In other words, virtual reality
media, or virtual worlds, can be experienced through several
forms and representations. Fig. 2 shows our proposed taxon-

omy of virtual reality systems. The objectives and usefulness
of proposing such taxonomy were already discussed earlier.
We based our classification on two factors. The first factor is

the type of technology used in building the system. In particular,
we studied the need of having special input and output hardware
facilities in order to experience the virtual reality system.

Systems that do not use such facilities are said to be ‘Basic’ vir-
tual reality systems. ‘Enhanced’ virtual reality systems, on the
other hand, require special hardware facilities as part of their
systems.

The second factor that we based our classification on is the
level of mental immersion. As we discussed earlier, a virtual
reality system does not have to be fully immersive. Rather, vir-

tual reality systems vary on the level of immersion introduced
to the participant and are still considered to provide a virtual
reality experience.

While looking at the taxonomy, Fig. 2 in particular, some-
one might be confused about the level of immersion of basic
virtual reality systems. Thus, it is important to clarify our

point of view on this issue. We believe that those systems have
the least level of immersion when compared to other,
enhanced, systems. In fact, the authors in (Benyon et al.,
2005) consider this type of virtual reality systems to be non-

immersive. We do, however, believe that mental immersion
exists in those systems but with a lower level than enhanced
systems. We also believe that a system that does not provide

any level of mental immersion should not be considered a vir-
tual reality system in the first place. Clarifying our view on this
issue shall clarify the three levels of mental immersion used in

the proposed taxonomy. The lowest level of immersion is that
seen in basic virtual reality systems. A higher level of immer-
sion can be experienced in partially immersive virtual reality

systems. Lastly, the highest level of immersion is experienced
in fully immersive virtual reality systems. Please note that these
three levels are of ordinal order. That is, the distance between
each of the levels of immersion is not clear nor specified. A
y of virtual reality systems.
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further exploration of measuring such a distance might be con-
sidered an interesting direction of future work.

As discussed earlier, basic virtual reality systems do not

need special input or output devices to display a virtual reality
environment. Basic virtual reality systems are screen-based,
pointer-driven, and presented by three-dimensional graphics

(Heim, 2007). These systems can be divided into subcategories,
such as the hand-based and the monitor-based virtual reality
systems. In hand-based virtual reality systems, hand-held

devices, such as cell phones, personal digital assistants, ultra
mobile computers, and portable game consoles, are used to
provide the virtual reality experience (Hwang et al., 2006).
Fig. 2, for example, shows the Wikitude World Browser used

on an iPhone. By using a digital compass and a camera on a
smart phone, this hand-based system can recognize landmarks,
surroundings, and points of interests in order to augment help-

ful data for the users, or participants, on their phones. Other,
older examples of such systems can be found in Fitzmaurice
et al. (1993); Wagner et al. (2005).
Figure 3 Wikitude world browser used on an

Figure 4 A participant using the IDA
On the other hand, monitor-based virtual reality systems
are basically desktop computers displaying three-dimensional
graphics on monitors. The Fish Tank Display (Fisher et al.,

1987) is an example of such a system. This display provides
projected stereo images from the viewers’ points of view, giving
them the ability to see the third dimension on their two-

dimensional desktop monitors. It is claimed that the Fish
Tank Display provides only a limited virtual workspace. In
other words, this type of systems has a problem of displaying

virtual objects residing beyond the available workspace or on
the edge of it between the viewer and the monitor (Mulder
and Van Liere, 2000). Thus, it provides a low level of immer-
sion and interactivity (Fig. 3).

Enhanced virtual reality systems use and require more pow-
erful devices than those used in basic systems in order to create
a virtual reality experience. Based on the mental immersion

factor, enhanced virtual reality systems can be partially or fully
immersive. Partially immersive virtual reality systems use a sin-
gle projector to display a virtual world on a large screen. It can
iPhone (Courtesy of Wikimedia Commons).

V’s Tiled Powerwall (Keck, 2012).
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be seen in enhanced wall projectors, such as the IDAV’s Tiled
Powerwall (Keck, 2012) shown in Fig. 4. Here, participants do
not need to wear any goggles because this type of systems does

not display scenes in three-dimensions. It does, however, track
some parts of the body and requires the use of special gloves.
Although these gloves give the participant the ability to inter-

act with the virtual reality system, they limit his or her degrees
of freedom. As seen in Fig. 4, several wired cables are usually
attached to the gloves constraining the movement of the

participant.
ImmersaDesk is another subcategory of partially immersive

virtual reality systems. Here, the participant is required to wear
special goggles to see the contents on the projection display in

a three-dimensional experience. The display provides two over-
lapping pictures, or stereo images, of the same content so that
each eye of the participant receives the same scene but from a

slightly different angle (Czernuszenko et al., 1997). This gives
the participant the feeling of the third dimension coming out
of the display. Fig. 5 (Keck, 2012) shows a participant using

an ImmersaDesk virtual reality system.
Another type of virtual reality systems is the head-based

virtual reality system. It is a device worn on the head of the

participant, which provides visual and aural feedback. Head-
based virtual reality systems can be either partially or fully
immersive. Monocular head-based systems are examples of
partially immersive virtual reality, and are also considered aug-

mented reality systems. Augmented reality is a relatively new,
yet quickly expanding type of technology that combines real-
world objects with virtual ones (Sherman and Craig, 2003).

In other words, the user can have the ability to see virtual
and real objects combined, through transparent screens, or
he or she can see virtual objects with one eye and the real world

with the other eye.
Fully immersive virtual reality systems provide the partici-

pant with three-dimensional virtual scenes in a large field of

view. Field of view, or field of vision, refers to what a stable
eye can see at a given moment (Sherman and Craig, 2003),
measured in degrees. The horizontal field of view of a human,
for example, can reach 180-degrees when looking forward.

Field of regard, a term usually confused with field of view,
Figure 5 A participant using ImmersaDe
refers to what an eye can see in surroundings even when the
head is moved. It is measured in percentage or degrees and
often used to characterize virtual reality systems.

The helmet, or head-mounted display (Melzer and Moffitt,
1997), or HMD, shown in Fig. 6, is an example of a head-
based fully immersive virtual reality system, or binocular

head-based. In binocular HMD, two small screens display
the virtual scene to each of the participant’s eyes. This feature
provides a larger field of view as well as conveys the third

dimension to the participant by displaying different contents
on each screen. Moreover, binocular HMD systems can track
the position of the head in order to provide feedback and inter-
activity to the participant. This, in turn, can result in a larger

field of regard.
The last group in the proposed taxonomy of virtual reality

systems is that of room-based systems. Here, participants

achieve their virtual reality experience inside a room. Fig. 7
shows the Light Vehicle Simulator of Immersive
Technologies used for training purposes. In this simulator,

the participants are trained on how to respond to emergency
situations and risks associated with driving light four-wheel
drive vehicles on mine sites (IMM, 2012). This allows placing

the trainees in scenarios that can either cost a lot to be created
or cannot be built at all. Flight simulators are widely used
examples of vehicle simulation systems. Fig. 8 shows the
Large Amplitude Multimode Aerospace Research Simulator,

or LAMARS. This simulator provides five degrees of free-
dom and is intended to reduce the risks of testing flights
and the constraints on new aircraft designs (Linklater and

Slutz, 2007).
The Cave Automated Virtual Environment, or CAVE, is

another example of room-based fully immersive virtual reality

systems. The CAVE is discussed in the next section in terms of
main characteristics, setup, input and output devices, and
human interaction styles. Through looking at the taxonomy,

it is worth noting that the CAVE is a room-based, fully immer-
sive, and enhanced virtual reality system.

Table 1 summarizes the proposed taxonomy in a tabular
form. In particular, it compares the virtual reality systems pre-

sented earlier in several dimensions, namely: the need of
sk virtual reality system (Keck, 2012).



Figure 6 A participant using a binocular head-mounted display (Riecke et al., 2005).

Figure 7 A trainee using the light vehicle simulator (IMM, 2012).
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special I/O devices, the constraints on the participant in order
to use the system, the presence of 3D stereoscopic image to the
participant, the level of immersion, the field of view, and the

field of regard. In addition, the table provides some references
for examples of each system.

5. CAVE automated virtual environment (CAVE)

The CAVE was invented in 1992 by a group of researchers at
the University of Illinois’s Electronic Visualization Lab (Cruz-

Neira et al., 1992, 1993). It was designed and implemented in
response to a challenge of creating a one-to-many visualization
tool that utilizes large projection screens. The first developed

CAVE was demonstrated at the Annual Conference on
Computer Graphics, specifically within the 1992 Special
Interest Group on Graphic and Interactive Techniques. As
of other technology systems, the CAVE has evolved over the
last two decades as well but with a slower base.

5.1. General characteristics of the CAVE

The CAVE is usually a 100 by 100 by 100 cubic room that sits in
a larger darkened room. The cube shape is used as an approx-

imation of a sphere (Cruz-Neira et al., 1993). The side walls of
the CAVE are made up of rear-projection screens, whereas, the
floor is made of a down-, or rear-projection screen. Modern

CAVE systems can project scenes to the ceiling as well, creat-
ing what is called a six-wall, or six-side, CAVE. Scenes dis-
played on the screens are reflected by mirrors positioned and
rotated between high-resolution projectors and the screens.

Projecting scenes in this particular setup guarantee a more
immersive environment through casting the shadows of the



Figure 8 The LAMARS virtual reality system (Courtesy of Wikimedia Commons).

Table 1 A comparison of the different types of virtual reality systems.

Virtual reality

system

Special I/O

devices

Constraints 3D stereo

image

Level of

immersion

Field of

view

Field of

regard

Examples

Hand-based None Handheld No Low Narrow Wide Fitzmaurice et al. (1993) Wagner et al.

(2005)

Monitor-based None None Yes Low Narrow Narrow Fisher et al. (1987) Mulder and Van

Liere (2000)

Wall-projectors Projector,

gloves

Glove wires No Partial Narrow Narrow Keck (2012)

Immersa-Desk Projector,

goggles

Controller

wires

Yes Partial Narrow Wide Czernuszenko et al. (1997)

Monocular head-

based

Helmet Helmet

weight

No Partial Narrow Wide Caballero et al. (2009)

Binocular head-

based

HMD Helmet Yes Full Wide Wide Melzer and Moffitt (1997)

Vehicle

Simulators

Special setup None Yes Full Wide Wide IMM (2012) Linklater and Slutz (2007)

CAVE Special setup Handheld

wand

Yes Full Wide Wide Cruz-Neira et al. (1992)
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participant behind him or her. Fig. 9 (Cabral et al., 2005)
depicts an abstract design of the CAVE, its components, and

equipment. Fig. 10, on the other hand, shows a real four-
wall CAVE in action at the Desert Research Institute in
Reno, Nevada. The participant is virtually walking inside a
park of trees enjoying both a large field of view and a large

field of regard. Moreover, Fig. 10 shows how a non-
participated observer of the CAVE sees a blurry, or over-
lapped, image inside the CAVE. This overlap is mathemati-

cally calculated to convey the third dimension to the
participant, who, as shown in the figure, is wearing a special
pair of goggles to see a stereoscopic view of the content inside

the CAVE.
Fig. 11 shows a close-up look at these goggles, which are

made of liquid crystal shutter glasses synchronized via infra-

red emitters with projection sequence. The goggles are also
used to track the head of the participant in terms of position
and orientation. This is done using a 3SPACE Polhemus
Isotrak sensor, whose transmitter is mounted on top of the
glasses (Cruz-Neira et al., 1992). Another essential part of
the CAVE is the wand, shown in Fig. 12. This is a three-

dimensional controller with several buttons held by partici-
pants to allow for the interaction with the system. The three-
dimensional position of the wand was the only property to
be tracked (Cruz-Neira et al., 1992). Newer CAVEs, however,

track the orientation of the wand as well. In other words, the
wand serves as a three-dimensional mouse inside the CAVE.
Furthermore, the wand has several colored buttons, each of

which has its own functionality. Software developers of the
CAVE have the ability to customize the functionality of each
of these buttons according to the specific application being cre-

ated. Using the wand, participants can point to, select, or drag
and drop virtual objects as well as walk in or fly through a vir-
tual environment.

Other input and output devices used inside the CAVE
include aural systems. Some CAVEs use speakers to output
aural signals to the participant. Those speakers are carefully
placed inside or outside the CAVE in specific positions and



Figure 9 An abstract design of a 4-wall CAVE (Cabral et al., 2005).

Figure 10 The 4-wall CAVE at the Desert Research Institute in Reno, Nevada.

Figure 11 Goggles and head tracker for the CAVE.
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Figure 12 The wand input device for the CAVE.
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accurate angles giving participants the ability not only to see
three-dimensional realistic objects, but also to hear surround-

ing sounds around them, imitating what they would hear in
the real life. Also, tactile, or haptic, systems have been used
inside the CAVE as input and output devices. In Parian

et al. (2009) and Hegie et al. (2010), for example, the authors
introduced the Wireless Ergonomic Lightweight Device for
use in the CAVE, or WiELD-CAVE. That is, a wireless input

device that uses gloves to provide interaction between partici-
pants and the CAVE. Gloves can be also used to provide out-
put by constraining the movements of the hand or sending
vibration signals. When a participant, for example, grabs a vir-

tual cup, the gloves should restrict his or her thumb from mov-
ing closer to the other fingers than the size of the cup. This
yields to an immersive feeling that imitates the real world in

terms of haptic, or tactile, output. Gesture interfaces that do
not require the wearing of gloves are being studied by investi-
gators as well. Based on the technology of computer vision, the

authors in (Cabral et al., 2005), for example, investigated a
two-dimensional gesture recognition system used for interac-
tion in virtual reality environments, such as the CAVE.
Using this system, the participant does not have to wear any

gloves to interact with the CAVE.
All the above mentioned input and output devices are con-

trolled by enhanced computers, which are connected to projec-

tors, sensors and speakers. When a participant moves inside
the CAVE, rotates his or her head, pushes a button on the
wand, or maybe speaks, the computer system that controls

these devices will receive the input signals and provide feed-
back accordingly.

5.2. Uses of the CAVE

The CAVE has been being increasingly used and explored in
many projects and application domains. It can be seen used
in military and training applications, education, medicine, sci-

entific visualizations, and many other areas of human activity.
For example, the CAVE has been used as an educational tool,
such as in the NICE project (Johnson et al., 1998; Roussos

et al., 1999). NICE is a virtual reality system that uses the
CAVE to allow children to construct and interact with virtual
ecosystems in a way that gives them the ability to create stories

according to their interaction experience. The CAVE has also
been widely used in scientific and data visualization, for exam-
ple as described in (Billen et al., 2008; Ohno and Kageyama,

2007; Ohtani and Horiuchi, 2008; Symanzik et al., 1996). In
addition, the use of CAVE has been tried for medical applica-
tions, e.g., in (Zhang et al., 2003) and (Zhang et al., 2001) a vir-

tual environment was introduced for tensor magnetic
resonance imaging. This gave scientists and doctors the ability
to study the white-matter structures and perform advanced
planning for brain tumor surgeries. The CAVE has been used

in entertainment as well. The CaveUT system (Jacobson and
Hwang, 2002; Jacobson, 2003), for example, is a VR entertain-
ment environment system that supports the ability to render

the Unreal Tournament game engine inside the CAVE.
Learning through entertainment using the CAVE was also
explored, for example in (Roussou, 2004), where the author

investigated interactivity in virtual environments, including
the CAVE, through a learning-by-play system for children.
Second Life, a popular game for desktop computers, has been
also explored in CAVE. For instance, Second Life has been

used as a case study in the development of interaction methods
inside the CAVE (Kuka et al., 2007). Areas of applications for
CAVE are expanding constantly as this complex type of VR

system offers many powerful technical capabilities.

5.3. Interaction inside the CAVE

Researchers have been studying different approaches and
styles to bring an efficient and effective interaction between
the human participant and the CAVE. In Sherman and

Craig (2003) it is claimed that the more experience practitio-
ners will gain in the new virtual reality medium and the more
new effective techniques they develop, the more powerful and
useful virtual reality systems will become. So far, direct manip-

ulation and navigation are considered the core styles of inter-
action inside the CAVE. In addition, Bowman and Hodges
(Bowman and Hodges, 1999) considered ‘selection’ to be a

third interaction technique with complex virtual environments.
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We do believe, however, that selection is an essential part of
direct manipulation, and thus, would not consider it an inter-
action style of its own. This is further discussed in the next sub-

sections. Investigations are being conducted to enhance these
styles as well as explore other styles of interaction with virtual
reality systems and the CAVE in particular. Such styles may

include menus, command line language, natural language,
and voice communication.

5.4. Direct manipulation

Direct manipulation was introduced by Ben Schneiderman in
1983 (Schneiderman, 1983) as an interaction style that allows

the user to physically interact with the operating system
through the use of graphical representations. It is part of the
Object-Action interface model, in which the user starts his or
her interaction by selecting an object and then selecting the

action to be performed on that object. The main characteristics
of direct manipulation include a continuous visual representa-
tion of objects and actions, immediate feedback, and revisable

actions (Schneiderman et al., 2009). The nature of virtual real-
ity systems, the CAVE in particular, requires to have a contin-
uous visual representation of virtual objects and related

actions. Moreover, immediate feedback, as discussed earlier,
is a key element of virtual reality systems. Revisable actions,
however, should be carefully considered when applied to the
CAVE. In other words, giving a CAVE’s participant the ability

to undo a specific action, which he or she already did, may
minimize the mental immersion element of the virtual reality
experience. This can be an advantage for some applications

or specific tasks and a disadvantage for others.
Virtual reality systems, in general, have four styles of inter-

action in terms of direct manipulation, including direct user

control, physical control, virtual control (Mine, 1995), and
agent control (Sherman and Craig, 2003). These controls are
extensively used in CAVE-based applications. In direct user

control, participants use their gestures or gazes to directly
interact with the system. This imitates how people interact with
objects in the real life. Examples of direct user control include
looking at a virtual tree, grabbing a virtual box, etc. Physical

control, on the other hand, allows a participant to interact
with the virtual environment using a physical device, such as
a wand, shown in Fig. 12, a steering wheel, or a glove.

Pushing a specific button on the wand, for example, can be
used to pick a virtual object. Physical control and virtual con-
trol have the same principles except the fact that the latter

places the control devices inside the virtual environment. An
example of such control could be a participant turning on
the lights in a virtual room by toggling a virtual light switch.
Agent control is another style of manipulation in CAVE. It

gives the participant the ability to communicate directly with
an intelligent agent, who is a person or a computer-
controlled entity, in order to perform a specific action.

Communication with the intelligent agent can take the form
of voice, the form of gestures, or other forms.

5.5. Navigation

Navigation interfaces are being widely used in computers
(Burigat et al., 2008). In particular, navigation can be seen in

Internet browsers (Vittorio, 1998), hierarchal menus (Wang
and Shen, 2005), map explorations (Chittaro et al., 2008),
and desktop interfaces (Haik et al., 2002). In CAVE, naviga-
tion, or locomotion, is achieved through way-finding and tra-

vel (Sherman and Craig, 2003). In other words, to navigate
through a virtual environment, a participant needs to know
his or her current position and move toward a destination.

The way-finding process can be divided into cognitive mapping
and way-finding plan development (Chen and Stanney, 1999).
Cognitive mapping is a mental process that includes acquiring,

coding, storing, recalling, and decoding information about the
relative locations and attributes of an environment (Kitchin,
1994). Aids of way-finding have been explored and investi-
gated by interested researchers. For example, in (Vila et al.,

2003) it has been found that the intention to take either a left
turn or a right turn while navigating a virtual world is influ-
enced by gender. Multiscale navigation of 3D scenes was also

introduced in (McCrae et al., 2009). Travel, on the other hand,
is the process of moving from the current position to the des-
tination. This can take the form of flying, walking, riding, ski-

ing, or jumping. Fig. 13 summarizes the processes and sub-
processes of navigation in CAVE.

5.6. Other styles of interaction in CAVE

Participants could interact with a CAVE through other styles
of interaction. In menu selection, for example, a set of items
could be listed in one of the CAVE screens for the participant

to choose from. When, how, and where should the participant
effectively interact with a CAVE using menu selection are
philosophical questions that need to be further investigated.

Natural language and voice communication can be also used
in CAVE. Here, the participant can speak while the CAVE lis-
tens, recognizes, processes, and sends feedbacks to the

participant.
Another style of interacting with a CAVE involves someone

residing outside the CAVE. In other words, someone, who is

not in CAVE, can interact with the underlying simulation
and structure of the world being displayed in CAVE. In
(Sherman and Craig, 2003), the authors refer to this type of
interacting with a virtual reality system as metacommands.

Examples of metacommands may include loading new scien-
tific data, modifying the configuration of a currently running
scenario, monitoring the behavior of participants, etc. Using

metacommands to interact with a CAVE, a user can use a
desktop computer, a laptop, a handheld device, his or her ges-
tures, or other devices to interact with a CAVE from outside.

6. CAVE interaction design: challenges and research directions

Many challenges can be encountered when developing applica-

tions for CAVE-based virtual reality applications, which need
to be more investigated and studied by interested researchers.
Table 2 summarizes these challenges, which are further dis-

cussed in the rest of this section.
From the requirements engineering perspective, more

research studies are recommended in terms of the available
data-gathering techniques as well as advantages and disadvan-

tages of using a specific technique over another for a large
CAVE-based project. Another related area that needs more
exploration is investigating conceptual models for the

CAVE. Several conceptual models and interface metaphors



Figure 13 Processes and sub-processes of navigation.

Table 2 A summary of the explored challenges and research directions.

Field Category Challenges and research directions

Task analysis Requirements

engineering

– Which data-gathering technique to use

Software design – Which software architecture to use?

– Which model diagram(s) provide a better insight for a CAVE-based application?

Development and

coding

Prototyping – How to create 3D low-fidelity prototypes?

– Which prototype technique to use?

Programming – A survey of available programming languages for building CAVE-based applications.

– A survey of the commercial-off-the-shelf-tools (COTS) that could facilitate the design

with reuse

Hardware devices Input/output – Understand the underlying structure of each device

– What are good practices to minimize the lag between input and output devices used in

the CAVE?

– How to minimize the use of I/O devices that constraint the participant?

Use User experience – How can we imitating the participant’s energy and fatigue?

– Walking in place vs. real walk.

– Can we use prop devices to convey real devices?

– How to maximize the degrees of freedom for participants interacting with the CAVE

Learnability – What is the best conceptual model for the CAVE?

– Does the desktop metaphor fit the CAVE needs?

– How to minimize the need of an expert to run and operate a scenario inside the CAVE?

Evaluation Simulations and

emulators

– A need to survey what is currently available
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can be adapted from the desktop metaphor and transferred to
the CAVE. Such a transfer has to be carefully explored and
studied, though, to see if it fits effectively and efficiently for

the CAVE or not. Coming up with new conceptual models
and interface metaphors that are targeted specifically for the
CAVE could have a great influence in the development of

CAVE-based applications as well.
In addition, research on software engineering aspects of

CAVE-based simulations needs to be further performed.
Diagrams, software models, architecture structures, methods,
and paradigms used in data interpretation and task analysis
would be useful objects of study in the software engineering
domain. Designers and developers for the CAVE will need

to adapt to a specific data interpretation and analysis methods
by knowing the advantages and disadvantages of each possible
method and activity for the development of applications for

the CAVE rather than for a desktop computer.
Sketching, storyboarding, index cards, and wizard of Oz

(Green and Wei-Haas, 1985) are examples of low-fidelity pro-
totyping (Sharp et al., 2007). All these, and their possible
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combinations, could be researched as well to evaluate their
applicability to CAVE. However, it is likely not a straightfor-
ward approach to go with one method without conducting a

deep study of its benefits as compared with other prototyping
methods. In fact, the CAVE introduces three-dimensional pre-
sentations, which undoubtedly are more challenging to sketch-

ing, consume more time, and require more creativity and
imagination than the regular two-dimensional presentations.

Although the financial requirements to build and install a

CAVE are much higher than that of a desktop computer, sim-
ulators and emulators can be enhanced to imitate the real
CAVE in desktop applications. Being able to use three-
dimensional goggles, the wand, and other input and output

devices while being connected to a desktop computer running
a simulation of the CAVE may have a good impact on the
development process. Imitating the hardware specifications

of the real CAVE in a simulator or an emulator would also
increase the accuracy of developing and evaluating applica-
tions for the CAVE without the need to do evaluations inside

it. This would have another great impact at least for the early
versions of new designs. Other evaluation methods for the
CAVE may be also studied by interested researchers in terms

of usability and case studies.
As discussed in the previous sections, several input and out-

put devices are used in a CAVE system. Therefore, designers
and developers of CAVE-based applications should carefully

study the underlying structures of these devices. In Preddy
and Nance (2002), for example, the authors discussed how
the refresh rate of the graphical component inside the CAVE

is usually faster than that of a motion device. Moreover, they
brought the question of whether a shared memory in a CAVE-
based simulation should be used synchronously or asynchro-

nously. Another paper (Macedonia and Zyda, 1997), however,
recommended the use of asynchronous data sharing if the sim-
ulation is in real-time. In order for a CAVE-based application

to maintain the element of mental immersion, the lag between
tracking the participant’s actions and rendering the updated
images to the screen, sounds to the speakers, signals to haptic
devices, or smells and flavors should be minimized.
Figure 14 Prop accessories for the Nintendo Wi
Furthermore, using critical applications in CAVE intro-
duces more complex challenges. Using CAVE in training for
a real, ‘‘live’’ scenario, for example, is not a reliable approach

yet. In other words, many aspects of the current technology
have to be further developed to make the CAVE experience
as real as possible. Constraining the movements of the partic-

ipant is one example of such aspects. Research has been con-
ducted to imitate walking in a virtual environment by
pushing a button, walking-in-place, real walking (Usoh

et al., 1999), or walking in a rotating sphere (DIPS, 2012).
Although this was not well explored in CAVE, it will still bring
up the challenge of imitating the participant’s energy and fati-
gue. A participant running in a virtual training inside the

CAVE, for example, will not lose the same amount of energy
when he or she runs in the same scenario in real life.
Constraints could be also explored in other haptic devices in

terms of touching, grabbing, kicking, etc. Moreover, future
input and output devices for the CAVE could provide the abil-
ity to smell and taste.

In fact, several scientists have introduced what they call the
real virtuality, or the virtual cocoon (Cocoon, 2012). That is, a
head-based virtual reality technology that lets you see, hear,

smell, taste, and touch. Although this technology is in its first
stages, smell and taste in particular, it could enhance the user’s
interaction experience inside the CAVE in many directions.
Three-dimensional computer graphics is another aspect that

has a great impact on bringing the CAVE to a higher level
of reality for simulating critical scenarios. Also, the use of prop
devices in CAVE could certainly have its own positive impact.

For example, in training a soldier to operate a gun, a wand will
not convey the same experience as an actual gun. This, in turn,
will bring up the challenge of having several input and output

devices for each scenario. Vehicle simulators solve this issue by
providing the actual used devices inside the simulation but at a
very high cost. An alternative approach to this challenge might

be something similar to the Nintendo Wii Remote, which sup-
ports many prop accessories on top of one device. Fig. 14
shows how the same Wii Remote is used to convey several
props for different purposes.
i remote (Courtesy of Wikimedia Commons).



Figure 15 A cube with six degrees of freedom.
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Other research and development directions can be consid-

ered in this domain as well. The study of getting more than
one CAVE to collaborate with each other, for example, may
have a great benefit to the development of CAVE-based appli-
cations. Effective collaborative learning currently interests

many researchers and practitioners (Zheng et al., 2014). In
their paper Preddy and Nance (2002), the authors discussed
the need to have a standardized application-programming

interface, or API, that provides the ability of working with
multiple levels of abstraction to support the portability of vir-
tual environment interfaces. Furthermore, the collaboration of

two or more CAVEs, a desktop computer and a CAVE, a
remote computer and a CAVE, or a mobile device and a
CAVE can have many beneficial uses. In a military training

session, for example, the instructor can use a desktop com-
puter to create a scenario for the trainees who are inside sev-
eral CAVEs working as a team to go through that scenario.
Another use would include a competition of teams, who col-

laborate in several CAVEs for a specific purpose. This may
also raise the need to investigate the possibility of allowing
two or more participants to interact inside one CAVE.

Programming libraries and platforms for building CAVE-
based applications is another area that needs to be further
explored. Currently, the main libraries and APIs used for

building CAVE applications include CAVELib (CAVELib,
2012), FreeVR (FreeVR, 2012), VR Juggler (Juggler, Juggler,
2012), Hydra (Hoang, 2012), and several others. Also, a
CAVE application developer needs to know OpenSG or

OpenGL to create interactive three-dimensional graphics.
Other tools and libraries might be also needed to output voice,
smell, taste, and touch. Therefore, running and operating a

simulation or a training scenario inside the CAVE will bring
up the challenge of having an expert programmer available.
In other words, the learning curve of creating, running, or

modifying a scenario in CAVE is long and needs to be
minimized.

It can be clearly seen that physical immersion is an essential

element of a CAVE experience. Therefore, it is important to
give participants the control and freedom needed to get them
to physically immerse in a virtual environment. Many research
investigations have been, and still are, done to give
participants the most possible freedom of interacting with a

virtual reality system without being constrained to a specific
device. Degrees of freedom, or DOF, a term often used in
mechanics, is the number of independent position movements
a body can have in a particular space (Pennestri et al., 2005).

Fig. 15 shows a cube in a three-dimensional space. The cube
has six degrees of freedom, including rotating around the z-
axis, or yawing, rotating around the y-axis, or pitching, rotat-

ing around the x-axis, or rolling, moving up and down, or
heaving, moving left and right, or surging, and moving for-
ward and backward, or swaying.

Giving participants the highest possible degrees of freedom
in a CAVE has a great impact on the interactivity element. If
the head rotation is constrained, for example, the participant

would not be completely satisfied, nor immersed, in his or
her virtual reality experience. Moreover, interactivity ensures
that multiple execution scenarios are possible in the same
system.
7. Conclusions

In this article, we presented a comprehensive literature review

of virtual reality systems in general and the CAVE in particu-
lar. In particular, we presented the key elements that should be
available in a computer system in order to consider it a virtual

reality one. Furthermore, we introduced our proposed taxon-
omy of the virtual reality systems. We based our taxonomy
on the technologies used to build the virtual reality systems

and how immersive those systems are. We believe that the
main contribution of this taxonomy is to help interested prac-
titioners in focusing on a class of virtual reality systems, rather

than a specific system in conducting future research studies.
The taxonomy would also support the prediction of new trends
in the evolution of virtual reality systems and identify new sys-
tems. Out of the many classifications of systems outlined in the

proposed taxonomy, we specifically focused on the CAVE.
Our main rationale here is based on our experience with the
CAVE as we believe that it is one of the most important sys-

tems of the evolution of virtual reality. However, many of
the CAVE’s research and development aspects, the interaction
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design aspect in particular, have not been well explored by
researchers. Therefore, we explored the different interaction
styles used to interact with a scenario running in a CAVE as

well as identified the interaction design challenges of develop-
ing CAVE-based application. In addition, we aimed at discuss-
ing our review findings of the current status of research

investigations in the area of human–computer interaction, vir-
tual reality, and the CAVE, and what we believe needs to be
further explored and studied.
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