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propriate, though they are very widely used. It is illogical to expect that people 
lacking in emotional intelligence would be able to accurately report their level of 
emotional intelligence. And, empirically, these self-report measures have prob-
lematic patterns of relations with personality measures and ability tests: substan-
tial with the former but minimal with the latter. In contrast, maximum performance 
measures have the expected pattern of correlations: minimal with personality 
measures and substantial with ability tests.

	3.	 Maximum performance measures of emotional intelligence have unusual scor-
ing and formats, unlike ability tests, that limit their validity. Scoring may be 
based on expert judgments or consensus judgments derived from test takers’ 
responses. But the first may be flawed, and the second may disadvantage test 
takers with extremely high levels of emotional intelligence (their responses, 
though appropriate, diverge from those of most test takers). Standards-based 
scoring employed by ability tests obviates these problems. Unusual response 
formats include ratings (e.g., presence of emotion, effectiveness of actions) 
rather than multiple choice, as well as instructions to predict how the test taker 
would behave in some hypothetical situation rather than to identify what is the 
most effective behavior in the situation.

	4.	 Only one maximum performance measure is widely used, the Mayer-Salovey-
Caruso Emotional Intelligence Test (Mayer et al. 2002). Overreliance on a single 
measure to define this phenomenon is “a suboptimal state of affairs” (Orchard 
et al. 2009, p. 327). Other maximum performance methods, free of the measure-
ment problems discussed, can also be used. They include implicit association 
tests to detect subtle biases (e.g., Greenwald et al. 1998), measures of ability to 
detect emotions in facial expressions (e.g., Ekman and Friesen 1978), inspection 
time tests to assess how quickly different emotions can be distinguished (e.g., 
Austin 2005), situational judgment tests (e.g., Chapin 1942), and affective fore-
casting of one’s emotional state at a future point (e.g., Hsee and Hastie 2006).

It is too early to judge the impact of these recent efforts to redirect the field. 
Emotional intelligence continues to be a very active area of research in the psycho-
logical community (e.g., Mayer et al. 2008).

13.5  �Stereotype Threat

Stereotype threat is a concern about fulfilling a negative stereotype regarding the 
ability of one’s group when placed in a situation where this ability is being evalu-
ated, such as when taking a cognitive test. These negative stereotypes exist about 
minorities, women, the working class, and the elderly. This concern has the poten-
tial for adversely affecting performance on the ability assessment (see Steele 1997). 
This phenomenon has clear implications for the validity of ability and achievement 
tests, whether used operationally or in research.
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Stereotype threat research began with the seminal experiments by Steele and 
Aronson (1995). In one of the experiments (Study 2), for instance, they reported that 
the performance of Black research participants on a verbal ability test was lower 
when it was described as diagnostic of intellectual ability (priming stereotype 
threat) than when it was described as a laboratory task for solving verbal problems; 
in contrast, White participants’ scores were unaffected.

Shortly after the Steele and Aronson (1995) work was reported, Walter McDonald, 
then director of the Advanced Placement Program® (AP®) examinations at ETS, 
commissioned Stricker to investigate the effects of stereotype threat on the AP exam-
inations, arguing that ETS would be guilty of “educational malpractice” if the tests 
were being affected and ETS ignored it. This assignment eventuated in a program of 
research by ETS staff on the effects of stereotype threat and on the related question 
of possible changes that could be made in tests and test administration procedures.

The initial study with the AP Calculus examination and a follow-up study 
(Stricker and Ward 2004), with the Computerized Placement Tests (CPTs, now 
called the ACCUPLACER® test), a battery of basic skills tests covering reading, 
writing, and mathematics, were stimulated by a Steele and Aronson (1995, Study 4) 
finding. These investigators observed that the performance of Black research par-
ticipants on a verbal ability test was depressed when asked about their ethnicity 
(making their ethnicity salient) prior to working on the test, while the performance 
of White participants was unchanged. The AP examinations and the CPTs, in com-
mon with other standardized tests, routinely ask examinees about their ethnicity and 
gender immediately before they take the tests, mirroring the Steele and Aronson 
experiment. The AP and CPTs studies, field experiments with actual test takers, 
altered the standard test administration procedures for some students by asking the 
demographic questions after the test and contrasted their performance with that of 
comparable students who were asked these questions at the outset of the standard 
test administration. The questions had little or no effect on the test performance of 
Black test takers or the others—Whites, Asians, women, and men—in either experi-
ment. These findings were not without controversy (Danaher and Crandall 2008; 
Stricker and Ward 2008). The debate centered on whether the AP results implied 
that a substantial number of young women taking the test were adversely affected 
by stereotype threat.

Several subsequent investigations also looked at stereotype threat in field studies 
with actual test takers, all the studies motivated by the results of other laboratory 
experiments by academic researchers. Alyssa Walters et  al. (2004) examined 
whether a match in gender or ethnicity between test takers and test-center proctors 
enhanced performance on the GRE® General Test. This study stemmed from the 
Marx and Roman (2002) finding that women performed better on a test of quantita-
tive ability when the experimenter was a woman (a competent role model) while the 
experimenter’s gender did not affect men’s performance. Walters et al. reported that 
neither kind of match between test takers and their proctors was related to the test 
takers’ scores for women, men, Blacks, Hispanics, or Whites.

Michael Walker and Brent Bridgeman (2008) investigated whether the stereo-
type threat that may affect women when they take the SAT® Mathematics section 
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spills over to the Critical Reading section, though a reading test should not ordinar-
ily be prone to stereotype threat for women (there are no negative stereotypes about 
their ability to read). The impetus for this study was the report by Beilock et al. 
(2007, Study 5) that the performance of women on a verbal task was lower when it 
followed a mathematics task explicitly primed to increase stereotype threat than 
when it followed the same task without such priming. Walker and Bridgeman com-
pared the performance on a subsequent Critical Reading section for those who took 
the Mathematics section first with those who took the Critical Reading or Writing 
section first. Neither women’s nor men’s Critical Reading mean scores were lower 
when this section followed the Mathematics section than when it followed the other 
sections.

Stricker (2012) investigated changes in Black test takers’ performance on the 
GRE General Test associated with Obama’s 2008 presidential campaign. This study 
was modeled after one by Marx et al. (2009). In a field study motivated by the role-
model effect in the Marx and Roman (2002) experiment—a competent woman 
experimenter enhanced women’s test performance—Marx et  al. observed that 
Black-White mean differences on a verbal ability test were reduced to nonsignifi-
cance at two points when Obama achieved concrete successes (after his nomination 
and after his election), though the differences were appreciable at other points. 
Stricker, using archival data for the GRE General Test’s Verbal section, found that 
substantial Black-White differences persisted throughout the campaign and were 
virtually identical to the differences the year before the campaign.

The only ETS laboratory experiment thus far, by Lawrence Stricker and Isaac 
Bejar (2004), was a close replication of one by Spencer et  al. (1999, Study 1). 
Spencer et al. found that women and men did not differ in their performance on an 
easy quantitative test, but they did differ on a hard one, consistent with the theoreti-
cal notion that stereotype threat is maximal when the test is difficult, at the limit of 
the test taker’s ability. Stricker and Bejar used computer-adaptive versions of the 
GRE General Test, a standard version and one modified to produce a test that was 
easier but had comparable scores. Women’s mean Quantitative scores, as well as 
their mean Verbal scores, did not differ on the easy and standard tests, and neither 
did the mean scores of the other participants: men, Blacks, and Whites.

In short, the ETS research to date has failed to find evidence of stereotype threat 
on operational tests in high-stakes settings, in common with work done elsewhere 
(Cullen et  al. 2004, 2006). One explanation offered for this divergence from the 
results in other research studies is that motivation to perform well is heightened in a 
high-stakes setting, overriding any harmful effects of stereotype threat that might 
otherwise be found in the laboratory (Stricker and Ward 2004). The findings also 
suggest that changes in the test administration procedures or in the difficulty of the 
tests themselves are unlikely to ameliorate stereotype threat. In view of the limita-
tions of field studies, the weight of laboratory evidence that document its robustness 
and potency, and its potential consequences for test validity (Stricker 2008), stereo-
type threat is a continuing concern at ETS.
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13.6  �Motivation

Motivation is at the center of psychological research, and its consequences for per-
formance on tests, in school, and in other venues has been a long-standing subject 
for ETS investigations. Most of this research has focused on three related constructs: 
level of aspiration, need for achievement, and test anxiety. Level of aspiration, 
extensively studied by psychologists in the 1940s (e.g., see reviews by Lefcourt 
1982; Powers 1986; Phares 1976), concerns the manner in which a person sets goals 
relative to that person’s ability and past experience. Need for achievement, a very 
popular area of psychological research in the 1950s and 1960s (e.g., Atkinson 1957; 
McClelland et al. 1953), posits two kinds of motives in achievement-related situa-
tions: a motive to achieve success and a motive to avoid failure. Test anxiety is a 
manifestation of the latter. Research on test anxiety that focuses on its consequences 
for test performance has been a separate and active area of inquiry in psychology 
since the 1950s (e.g., see reviews by Spielberger and Vagg 1995; Zeidner 1998).

13.6.1  �Test Anxiety and Test Performance

Several ETS studies have investigated the link between test anxiety and perfor-
mance on ability and achievement tests. Two major studies by Donald Powers found 
moderate negative correlations between a test-anxiety measure and scores on the 
GRE General Test. In the first study (Powers 1986, 1988), when the independent 
contributions of the anxiety measure’s Worry and Emotionality subscales were eval-
uated, only the Worry subscale was appreciably related to the test scores, suggesting 
that worrisome thoughts rather than physiological arousal affects test performance. 
The incidence of test anxiety was also reported. For example, 35% of test takers 
reported that they were tense and 36% that thoughts of doing poorly interfered with 
concentration on the test.

In the second study (Powers 2001), a comparison of the original, paper-based test 
and a newly introduced computer-adaptive version, a test-anxiety measure corre-
lated similarly with the scores for the two versions. Furthermore, the mean level of 
test anxiety was slightly higher for the original version. These results indicate that 
the closer match between test-takers’ ability and item difficulty provided by the 
computer-adaptive version did not markedly reduce test anxiety.

An ingenious experiment by French (1962) was designed to clarify the causal 
relationship between test anxiety and test performance. He manipulated test anxiety 
by administering sections of the SAT a few days before or after students took both 
the operational test and equivalent forms of these sections, telling the students that 
the results for the before and after sections would not be reported to colleges. The 
mean scores on these sections, which should not provoke test anxiety, were similar 
to those for sections administered with the SAT, which should provoke test anxiety, 
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after adjusting for practice effects. The before and after sections and the sections 
administered with the SAT correlated similarly with high school grades. The results 
in toto suggest that test anxiety did not affect performance on the test or change 
what it measured.

Connections between test anxiety and other aspects of test-taking behavior have 
been uncovered in studies not principally concerned with test anxiety. Stricker and 
Bejar (2004), using standard and easy versions of a computer-adaptive GRE General 
Test in a laboratory experiment, found that the mean level for a test-anxiety measure 
was lower for the easy version. This effect interacted with ethnicity (but not gen-
der): White participants were affected but Black participants were not.

Lawrence Stricker and Gita Wilder (2002) reported small positive correlations 
between a test anxiety measure and the extent of preparation for the Pre-Professional 
Skills Tests (tests of academic skills used for admission to teacher education pro-
grams and for teacher licensing).

Finally, Stricker et al. (2004) observed minimal or small negative correlations 
between a test-anxiety measure and attitudes about the TOEFL® test and about 
admissions tests in general in a survey of TOEFL test takers in three countries.

13.6.2  �Test Anxiety/Defensiveness and Risk Taking 
and Creativity

Several ETS studies documented the relation between test anxiety, usually in com-
bination with defensiveness, and both risk taking and creativity. Nathan Kogan and 
Michael Wallach (1967b), Kogan’s long-time collaborator at Duke University, 
investigated this relation in the context of the risky-shift phenomenon (i.e., group 
discussion enhances the risk-taking level of the group relative to the members’ ini-
tial level of risk taking; Kogan and Wallach 1967a). In their study, small groups 
were formed on the basis of participants’ scores on test-anxiety and defensiveness 
measures. Risk taking was measured by responses to hypothetical life situations. 
The risky-shift effect was greater for the pure test-anxious groups (high on test anxi-
ety, low on defensiveness) than for the pure defensiveness groups (high on defen-
siveness, low on test anxiety). This outcome was consistent with the hypothesis that 
test anxious groups, fearful of failure, diffuse responsibility to reduce the possibility 
of personal failure, and defensiveness groups, being guarded, interact insufficiently 
for the risky-shift to occur.

Henry Alker (1969) found that a composite measure of test anxiety and defen-
siveness correlated substantially with a risk-taking measure (based on performance 
on SAT Verbal items)—those with low anxiety and low defensiveness took greater 
risks. In contrast, a composite of the McClelland standard Thematic Apperception 
Test (TAT) measure of need for achievement and a test-anxiety measure correlated 
only moderately with the same risk-taking measure—those with high need for 
achievement and low anxiety took more risks. This finding suggested that the Kogan 
and Wallach (1964, 1967a) theoretical formulation of the determinants of risk tak-

13  Research on Cognitive, Personality, and Social Psychology: I



404

ing (based on test anxiety and defensiveness) was superior to the Atkinson-
McClelland (Atkinson 1957; McClelland et al. 1953) formulation (based on need 
for achievement and test anxiety).

Wallach and Kogan (1965) observed a sex difference in the relationships of test 
anxiety and defensiveness measures with creativity (indexed by a composite of sev-
eral measures). For boys, defensiveness was related to creativity but test anxiety was 
not—the more defensive were less creative; for girls, neither variable was related to 
creativity. For both boys and girls, the pure defensiveness subgroup (high defensive-
ness and low test anxiety) were the least creative, consistent with the idea that 
defensive people’s cognitive performance is impaired in unfamiliar or ambiguous 
contexts.

Stephen Klein et al. (1969), as part of a larger experiment, reported an unantici-
pated curvilinear, U-shaped relationship between a test-anxiety measure and two 
creativity measures: Participants in the midrange of test anxiety had the lowest cre-
ativity scores. Klein et al. speculated that the low anxious participants make many 
creative responses because they do not fear ridicule for the poor quality of their 
responses; the high anxious participants make many responses, even though the 
quality is poor, because they fear a low score on the test; and the middling anxious 
participants make few responses because their two fears cancel each other out.

13.6.3  �Level of Aspiration or Need for Achievement 
and Academic Performance

Another stream of ETS research investigated the connection between level of aspi-
ration and need for achievement on the one hand, and performance in academic and 
other settings on the other. The results were mixed. Schultz and Ricciuti (1954) 
found that level of aspiration measures, based on a general ability test, a code learn-
ing task, and regular course examinations, did not correlate with college grades.

A subsequent study by John Hills (1958) used a questionnaire measure of level 
of aspiration in several areas, TAT measures of need for achievement in the same 
areas, and McClelland’s standard TAT measure of need for achievement to predict 
law-school criteria. The level of aspiration and need for achievement measures did 
not correlate with grades or social activities in law school, but one or more of the 
level of aspiration measures had small or moderately positive correlations with 
undergraduate social activities and law-school faculty ratings of professional 
promise.

A later investigation by Albert Myers (1965) reported that a questionnaire mea-
sure of achievement motivation had a substantial positive correlation with high 
school grades.
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13.6.4  �Overview

Currently, research on motivation outside of the testing arena is not an active area of 
inquiry at ETS, but work on test anxiety and test performance continues, particu-
larly when new kinds of tests and delivery systems for them are introduced. The 
investigations of the connection between test anxiety and both risk taking and cre-
ativity, and the work on test anxiety on operational tests, are significant contribu-
tions to knowledge in this field.

13.7  �Conclusion

The scope of the research conducted by ETS that is covered in this chapter is 
extraordinary. The topics range across cognitive, personality, and social psychology. 
The methods include not only correlational studies, but also laboratory and field 
experiments, interviews, and surveys. And the populations studied are children, 
adults, psychiatric patients, and the general public, as well as students.

The work represents basic research in psychology, sometimes far removed from 
either education or testing, much less the development of products. Prosocial behav-
ior is a case in point.

The research on almost all of the topics discussed has had major impacts on the 
field of psychology, even the short-lived work on prosocial behavior. Although the 
effects of some of the newer work, such as that on emotional intelligence, are too 
recent to gauge, as this chapter shows, that work continues a long tradition of con-
tributions to these three fields of psychology.
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Chapter 14
Research on Cognitive, Personality, and Social 
Psychology: II

Nathan Kogan

This is the second of two chapters describing research at Educational Testing 
Service (ETS) on cognitive, personality, and social psychology since its founding in 
1947. The first chapter, Chap. 13 by Lawrence Stricker, also appears in this volume. 
Topics in these fields were selected for attention because they were the focus of 
extensive and significant ETS research. This chapter covers these topics: in cogni-
tive psychology, creativity; in personality psychology, cognitive styles and kines-
thetic aftereffect; and in social psychology, risk taking.

14.1  �Creativity

Research on creativity thrived at ETS during the 1960s and 1970s. Three distinct 
strands of work can be distinguished. One of these strands was based largely on 
studies of children, with an emphasis on performance in the domain of divergent-
thinking abilities. A second strand involved the construction of measures of scien-
tific thinking and utilized samples of young adults. A third strand featured an 
emphasis on the products of creativity, mainly using young adult samples. The three 
strands were not entirely independent of each other as some studies explored pos-
sible links between the divergent-thinking and scientific-thinking domains or 
between ratings of products and characteristics of the individuals who produced 
them.

Lawrence J. Stricker edited a final draft of this chapter that Nathan Kogan completed before his 
death.
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14.1.1  �Divergent Thinking

We begin with studies in the divergent-thinking domain that employed children 
ranging across the preschool to primary-school years. The volume published by 
ETS scientist Nathan Kogan and Michael Wallach, his longtime collaborator at 
Duke University (Wallach and Kogan 1965a), set the tone for much of the research 
that followed. A major goal of that investigation was to bring clarity to the discrimi-
nant validity issue—whether divergent-thinking abilities could be statistically sepa-
rated from the convergent thinking required by traditional tests of intellectual ability. 
In a paper by Thorndike (1966), evidence for such discriminant validity in investi-
gations by Guilford and Christensen (1956) and by Getzels and Jackson (1962) was 
found to be lacking. A similar failure was reported by Wallach (1970) for the 
Torrance (1962) divergent-thinking test battery—the correlations within the 
divergent-thinking battery were of approximately the same magnitude as these 
tests’ correlations with a convergent-thinking test. Accordingly, the time was ripe 
for another effort at psychometric separation of the divergent- and convergent-
thinking domains.

Wallach and Kogan (1965a) made two fundamental changes in the research para-
digms that had been used previously. They chose to purify the divergent-thinking 
domain by employing only ideational-fluency tasks and presented these tasks as 
games, thereby departing from the mode of administration typical of convergent-
thinking tests. The rationale for these changes can be readily spelled out. Creativity 
in the real world involves the generation of new ideas, and this is what ideational-
fluency tests attempt to capture. Of course, the latter represents a simple analogue 
of the former, but the actual relationship between them rests on empirical evidence 
(which is mixed at the present time). The choice of a game-like atmosphere was 
intended to reduce the test anxiety from which numerous test takers suffer when 
confronted with typical convergent-thinking tests.

The major outcome of these two modifications was the demonstration of both 
convergent validity of measures of the divergent- and convergent-thinking domains 
and the discrimination between them as reflected in near-zero correlations in a sam-
ple of fifth-grade children. As evidence has accumulated since the Wallach and 
Kogan study (Wallach and Kogan 1965a), the trend is toward a low positive correla-
tion between measures of the two domains. For example, Silvia (2008), employing 
latent variable analysis, reanalyzed the Wallach and Kogan data and reported a sig-
nificant correlation of .20, consistent with the predominant outcome of the majority 
of studies directed to the issue. It may well be a pseudo-issue at this point in time, 
reflecting the selectivity of the sample employed. As the range of IQ in a sample 
declines, its correlation with divergent-thinking measures should obviously decline 
as well. Thus, one would not expect to find divergent- and convergent-thinking tests 
correlated in a sample selected for giftedness.

The ideational-fluency tests developed by Wallach and Kogan (1965a) were 
scored for fluency and uniqueness. The two were highly correlated, consistent with 
what was expected by the principal theoretical conceptualization at the time—
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Mednick’s (1962) associative theory of creativity. In that theory, the associative 
process for divergent-thinking items initially favors common associates, and only 
with continued association would unique and original associations be likely to 
emerge. Accordingly, fluency represents the path through which originality was 
achieved. Individual differences in divergent-thinking performance are explained 
by the steepness-shallowness of the associative hierarchy. Low creatives exhibit a 
steep gradient in which strong common responses, upon their exhaustion, leave 
minimal response strength for the emergence of uncommon associates. High cre-
atives, by contrast, demonstrate a shallow gradient in which response strength for 
common associates is weaker, allowing the person enough remaining power to 
begin emitting uncommon associates.

In a recent article, Silvia et al. (2008) ignored the Mednick (1962) formulation, 
criticized the scoring of divergent-thinking responses for uniqueness, concluded 
that scoring them for quality was psychometrically superior, and advocated that the 
administration of divergent-thinking tests urge test takers to be creative. A critical 
commentary on this work by Silvia and his associates appeared in the same issue of 
the journal (Kogan 2008). Particularly noteworthy is the indication that approxi-
mately 45 years after its publication, the issues raised in the Wallach and Kogan 
(1965a) volume remain in contention.

Beyond the topic of the creativity-intelligence (divergent vs. convergent think-
ing) distinction, the construct validity of divergent-thinking tests came under explo-
ration. What psychological processes (beyond Mednick’s 1962, response hierarchies) 
might account for individual differences in divergent-thinking performance? 
Pankove and Kogan (1968) suggested that tolerance for risk of error might contrib-
ute to superior divergent-thinking performance in elementary school children. A 
motor skill task (a shuffleboard game) allowed children to adjust their preferred risk 
levels by setting goal posts closer or further apart to make the task harder or easier, 
respectively. Children who challenged themselves by taking greater risks on the 
shuffleboard court (with motor skill statistically controlled) also generated higher 
scores on a divergent-thinking test, Alternate Uses.

In a provocative essay, Wallach (1971) offered the hypothesis that performance 
on divergent-thinking tests might be motivationally driven. In other words, test tak-
ers might vary in setting personal standards regarding an adequate number of 
responses. Some might stop well before their cognitive repertoire is exhausted, 
whereas others might continue to generate responses in a compulsive fashion. This 
hypothesis implies that the application of an incentive to continue for low-level 
responders should attenuate the range of fluency scores. Ward et al. (1972) tested 
this hypothesis in a sample of disadvantaged children by offering an incentive of a 
penny per response. The incentive increased the number of ideas relative to a con-
trol group but did not reduce the range of individual differences. Rather, the incen-
tive added a constant to performance so that the original ordering of the children on 
the fluency dimension remained intact. In sum, the study bolstered the case for 
cognitive processes and repertoires underlying divergent-thinking performance and 
undermined the motivational claim that it is a simple matter of when one chooses to 
stop responding.
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To designate divergent thinking as an indicator of creativity is credible only if 
divergent-thinking performance is predictive of a real-world criterion that expert 
judges would acknowledge to be relevant to creativity. This is the validity issue that 
has been examined in both its concurrent and long-term predictive forms. The con-
current validity of divergent-thinking performance has proven to be rather robust. 
Thus, third-grade and fourth-grade children’s scores on the Wallach and Kogan 
(1965a) tasks correlated significantly with the originality and aesthetic quality of 
their art products, as evaluated by qualified judges (Wallbrown and Huelsman 
1975). And college freshmen’s scores on these tasks correlated significantly with 
their extracurricular attainments in leadership, art, writing, and sciences in their 
secondary-school years, whereas their SAT® scores did not (Wallach and Wing 
1969). Efforts to predict future talented accomplishments from current divergent-
thinking performance have yielded more equivocal outcomes. Kogan and Pankove 
(1972, 1974) failed to demonstrate predictive validity of fifth-grade Wallach and 
Kogan assessments against 10th-grade and 12th-grade accomplishments in extra-
curricular activities in the fields of art, writing, and science. On the other hand, 
Plucker’s (1999) reanalysis of original data from the Torrance Tests of Creative 
Thinking (Torrance 1974) is suggestive of the predictive validity of that 
instrument.

The issue of predictive validity from childhood to adulthood continues to rever-
berate to the present day, with Kim (2011) insisting that the evidence is supportive 
for the Torrance tests while Baer (2011) notes that the adulthood creativity criterion 
employed is based exclusively on self-reports, hence rendering the claim for predic-
tive validity highly suspect. Indeed, Baer extends his argument to the point of rec-
ommending that the Torrance creativity tests be abandoned.

Can the Mednick (1962) associative model of creativity be generalized to young 
children? Ward (1969b) offered an answer to this question by administering some of 
the Wallach and Kogan (1965a) tasks to seven- and eight-year old boys. The model 
was partially confirmed in the sense that the response rate (and the number of com-
mon responses) decreased over time while uniqueness increased over time. On the 
other hand, individual differences in divergent thinking did not seem to influence 
the steepness versus shallowness of the response gradients. Ward suggested that 
cognitive repertoires are not yet fully established in young children, while motiva-
tional factors (e.g., task persistence over time) that are not part of Mednick’s theo-
retical model loom large.

Although Mednick’s (1962) associative theory of creativity can explain individ-
ual differences in divergent-thinking performance, he chose to develop a creativity 
test—the Remote Associates Test (RAT; Mednick and Mednick 1962)—with a 
convergent-thinking structure. Items consist of verbal triads for which the test taker 
is required to find a word that is associatively linked to each of the three words in 
the triad. An example is “mouse, sharp, blue”; cheese is the answer. It is presumed 
that the correct answer to each item requires an associative verbal flow, with con-
ceptual thinking of no value for problem solution. Working with children in the 
fourth-grade to sixth-grade, Ward (1975) administered the Wallach and Kogan 
(1965a) divergent-thinking tasks and alternate forms of the RAT, as well as IQ and 
achievement tests. Both forms of the RAT were substantially related to the IQ and 
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achievement measures (r’s ranging from .50 to .64). Correlations of the RAT with 
the Wallach and Kogan tasks ranged from nonsignificant to marginally significant 
(r’s ranging from .19 to .34). These results demonstrated that the associative process 
is not similar across divergent- and convergent-thinking creativity measures and 
that the latter’s strong relation to IQ and achievement indicates the RAT “represents 
an unusual approach to the measurement of general intellectual ability” (Ward 1975, 
p. 94), rather than being a creativity measure.

Among the different explanations for variation in divergent-thinking perfor-
mance, breadth of attention deployment (Wallach 1970) has been considered impor-
tant. This process has both an internal and external component, with the former 
reflecting the adaptive scanning of personal cognitive repertoires and the latter 
indicative of adaptive scanning of one’s immediate environment. A demonstration 
of the latter can be found in Ward’s (1969a) investigation of nursery school chil-
dren’s responses in cue-rich and cue-poor environments. Recognition and applica-
tion of such cues enhanced divergent-thinking performance, as the cues were 
directly relevant to the divergent-thinking items presented to the child. Some of the 
cues in the cue-rich environment were highly salient; some were more subtle; and 
for some items, no cues were offered. Children were classified as more or less cre-
ative based on their pre-experimental divergent-thinking performance. Comparison 
of high and low creative children revealed no divergent-thinking performance dif-
ference with salient cues, and significant performance superiority for high creatives 
with subtle cues. The low-creative children performed worse in the cue-rich envi-
ronment than in the cue-poor environment, suggesting that the cue-rich environment 
was distracting for them. Hence, children who performed well on divergent-thinking 
items in standard cue-poor conditions by virtue of internal scanning also took 
advantage of environmental cues for divergent-thinking items by virtue of adaptive 
external scanning.

To conclude the present section on children’s divergent thinking, consider the 
issue of strategies children employed in responding to divergent-thinking tasks 
under test-like and game-like conditions (Kogan and Morgan 1969). In a verbal 
alternate-uses task, children (fifth graders) generated higher levels of fluency and 
uniqueness in a test-like than in a game-like condition. Yet, a spontaneous-flexibility 
test (number of response categories) showed no difference between the task con-
texts. Kogan and Morgan (1969) argued that a test-like condition stimulated a 
category-exhaustion strategy. Thus, when asked to list alternative uses for a knife, 
children seized upon some pivotal activity (such as cutting) and proceeded to 
exhaust exemplars that flow from it (e.g., cutting bread, butter, fruit). A child might 
eventually think of something to cut that is unique to the sample. Such a strategy is 
obviously antithetical to enhanced spontaneous-flexibility. The test-game difference 
did not emerge for the Wallach and Kogan (1965a) figural pattern-meanings task. 
This outcome may be attributed to the inability of a category-exhaustion strategy to 
work with a figural task where almost every response is likely to be a category in its 
own right. In sum, verbal and figural divergent-thinking tasks might elicit distinc-
tive cognitive strategies in children that are moderated by the task context. Further 
discussion of the issue can be found in Kogan (1983).
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14.1.2  �Scientific Thinking

In an Office of Naval Research technical report, ETS scientist Norman Frederiksen 
(1959) described the development of the Formulating Hypotheses test that asks test 
takers to assume the role of a research investigator attempting to account for a set of 
results presented in tabular or figural form. An example of the latter is a graph dem-
onstrating that “rate of death from infectious diseases has decreased markedly from 
1900, while rate of death from diseases of old age has increased.” Examples of pos-
sible explanations for the findings orient the test taker to the type of reasoning 
required by the test. Eight items were constructed, and in its initial version scoring 
simply involved a count of the number of hypotheses advanced. Subsequently, as a 
pool of item responses became available, each response could be classified as 
acceptable or not. The number of acceptable responses generated could then be 
treated as a quality score.

Publications making use of this test began with an article by Klein et al. (1969). 
In that study of a college undergraduate sample, Klein et al. explored the influence 
of feedback after each item relative to a control group with no feedback. The num-
ber of hypotheses offered with feedback increased significantly relative to the num-
ber for the control group, but no experimental-control difference was found for 
acceptable (higher quality) hypotheses. Further, no experimental-control difference 
was observed for Guilford’s (1967) Consequences test, a measure of divergent pro-
duction, indicating no transfer effects. An anxiety scale was also administered with 
the expectation that anxiety would enhance self-censorship on the items, which in 
turn would be mitigated in the feedback treatment as anxious participants become 
aware of the vast array of hypotheses available to them. No such effect was obtained. 
Klein et al. also examined the possibility that intermediate levels of anxiety would 
be associated with maximal scores on the test consistent with the U-shaped function 
of motivational arousal and performance described by Spence and Spence (1966). 
Surprisingly, this hypothesis also failed to be confirmed. In sum, this initial study by 
Klein et al. demonstrated the potential viability of the Formulating Hypotheses test 
as a measure of scientific thinking despite its failure to yield anticipated correlates.

A further advance in research on this test is displayed in a subsequent study by 
Frederiksen and Evans (1974). As in the previous investigation, this one featured an 
experimental-control contrast, but two treatments were now employed. Participants 
(college undergraduates) were exposed to either quantity or quality models. In the 
former, the feedback following each item consisted of a lengthy list of acceptable 
hypotheses (18 to 26); in the latter case, only the best hypotheses constituted the 
feedback (6 to 7 ideas). The control group did not receive any feedback. The 
Formulating Hypotheses test represented the dependent variable, and its scoring 
was expanded to include a rated quality-score and a measure of the average number 
of words per response. Highly significant effects of the treatments on performance 
were obtained. Relative to the control group, the quantity model increased the num-
ber of responses and decreased the average number of words per response; the qual-
ity model increased the rated quality of the responses and the average number of 
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words per response but decreased the average number of responses. Of the two tests 
from the Kit of Reference Tests for Cognitive Factors (French et al. 1963) adminis-
tered, Themes (ideational fluency) was significantly related to the number of 
responses and Advanced Vocabulary was significantly related to the rated quality of 
the responses. In their conclusion, Frederiksen and Evans expressed considerable 
doubt that the experimental treatments altered the participants’ ability to formulate 
hypotheses. Rather, they maintained that the quantity and quality treatments simply 
changed participants’ standards regarding a satisfactory performance.

Expansion of research on scientific thinking can be seen in the Frederiksen and 
Ward (1978) study, where measures extending beyond the Formulating Hypotheses 
test were developed. The general intent was to develop a set of measures that would 
have the potential to elicit creative scientific thinking while possessing psychomet-
ric acceptability. The authors sought to construct assessment devices in a middle 
ground between Guilford-type divergent-thinking tests (Guilford and Christensen 
1956) and the global-creativity peer nominations of professional groups, typical of 
the work of MacKinnon (1962) and his collaborators. Leaning on the Flanagan 
(1949) study of critical incidents typical of scientists at work, Frederiksen and Ward 
attempted to develop instruments, called Tests of Scientific Thinking (TST), that 
would reflect problems that scientists often encounter in their work. The TST con-
sisted of the Formulating Hypotheses test and three newly constructed tests: (a) 
Evaluating Proposals—test takers assume the role of an instructor and offer critical 
comments about proposals written by their students in a hypothetical science course; 
(b) Solving Methodological Problems—test takers offer solutions to a methodologi-
cal problem encountered in planning a research study; and (c) Measuring 
Constructs—test takers suggest methods for eliciting relevant behavior for a spe-
cific psychological construct without resorting to ratings or self-reports. Scores 
tapped the quantity and quality of responses (statistical infrequency and ratings of 
especially high quality).

The TST was administered to students taking the GRE® Advanced Psychology 
Test. High levels of agreement prevailed among the four judges in scoring responses. 
However, the intercorrelations among the four tests varied considerably in magni-
tude, and Frederiksen and Ward (1978) concluded that there was “little evidence of 
generalized ability to produce ideas which are either numerous or good” (p. 11). It 
is to be expected, then, that factor analysis of the TST would yield multiple factors. 
A three-factor solution did in fact emerge, with Factor I reflecting the total number 
of responses and number of unusual responses, Factor II as a quality factor for 
Formulating Hypotheses and Measuring Constructs, and Factor III as a quality fac-
tor for Evaluating Proposals and Solving Methodological Problems. The Factor II 
tests were more divergent and imposed fewer constraints on the participants than 
did Factor III tests, which emphasized issues of design and analysis of experiments. 
The total number of responses and number of unusual responses cohering on Factor 
I parallels the findings with divergent-thinking tests where the number of unusual 
responses derives from the rate at which more obvious possibilities are exhausted. 
The factor analysis also makes clear that idea quality is unrelated to the number of 
proposed solutions.
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Finally, Frederiksen and Ward (1978) inquired into the possible predictive valid-
ity of a composite of the four TSTs. A subgroup of the original sample, at the end of 
their first year in a graduate psychology-program, filled out a questionnaire with 
items inquiring into professional activities and accomplishments. Surprisingly, the 
scores for the number of responses from the TST composite yielded more signifi-
cant relations with the questionnaire items than did the quality scores. Higher num-
bers of responses (mundane, unusual, and unusual high quality) were predictive of 
higher department quality, planning to work toward a Ph.D. rather than an M.A., 
generating more publications, engaging in collaborative research, and working with 
equipment. An inverse relation was found for enrollment in a program emphasizing 
the practice of psychology and for self-rated clinical ability. These outcomes 
strongly suggest that the TST may have value in forecasting the eventual productiv-
ity of a psychological scientist.

Two additional studies by ETS scientist Randy Bennett and his colleagues shed 
light on the validity of a computer-delivered Formulating Hypotheses test, which 
requires only general knowledge about the world, for graduate students from a vari-
ety of disciplines. Bennett and Rock (1995) used two four-item Formulating 
Hypotheses tests, one limiting the test takers’ to seven-word responses and the other 
to 15-word responses. The tests were scored simply for the number of plausible, 
unduplicated hypotheses, based on the Frederiksen and Ward (1978) finding that the 
number of hypotheses is more highly related to criteria than their quality. A gener-
alizability analysis showed high interjudge reliability. Generalizability coefficients 
for the mean ratings taken across judges and items were .93 for the seven-word ver-
sion and .90 for the 15-word version. Three factors were identified in a confirmatory 
factor analysis of the two forms of the Formulating Hypotheses test and an 
ideational-fluency test (one item each from the Topics test of the Kit of Reference 
Tests for Cognitive Factors, French et al. 1963; the verbal form of the Torrance Tests 
of Creative Thinking, Torrance 1974; and two pattern-meaning tasks from the 
Wallach and Kogan 1965a, study). One factor was defined by the seven-word ver-
sion, another by the 15-word version, and the third by the ideational-fluency test. 
The two formulating hypotheses factors correlated .90 with each other and .66 and 
.71 with the ideational-fluency factor. Bennett and Rock concluded that “the corre-
lations between the formulating hypotheses factors …, though quite high, may not 
be sufficient to consider the item types equivalent” (p. 29).

Bennett and Rock (1995) also investigated the correlations of the two Formulating 
Hypotheses tests and the GRE General Test with two criterion measures: under-
graduate grades and a questionnaire about extracurricular accomplishments in the 
college years (Stricker and Rock 2001), similar to the Baird (1979) and Skager et al. 
(1965) measures. The two tests had generally similar correlations with grades 
(r =  .20 to .26 for the Formulating Hypotheses tests and .26 to .37 for the GRE 
General Test). The correlations were uniformly low between the tests and the six 
scales on the accomplishments questionnaire (Academic Achievement, Leadership, 
Practical Language [public speaking, journalism], Aesthetic Expression [creative 
writing, art, music, dramatics], Science, and Mechanical). Both Formulating 
Hypotheses tests correlated significantly with one of the scales: Aesthetic 
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Expression; and at least one of the GRE General Test sections correlated signifi-
cantly with three scales: Aesthetic Expression, Academic Achievement, and Science.

The related issue of the Formulating Hypotheses test’s incremental validity 
against these criteria was examined as well. The 15-word version of the test showed 
significant (but modest) incremental validity (vis-à-vis the GRE General Test) 
against grades (R2 increased from .14 to .16). This version also demonstrated sig-
nificant (but equally modest) incremental validity (vis-à-vis the GRE General Test 
and grades) against one of the six accomplishments scales: Aesthetic Expression (R2 
increased from .01 to .03). The seven-word version had no significant incremental 
validity against grades or accomplishments.

Enright et  al. (1998), in a study to evaluate the potential of a Formulating 
Hypotheses test and experimental tests of reasoning for inclusion in the GRE 
General Test, replicated and extended the Bennett and Rock (1995) investigation of 
the Formulating Hypotheses tests. Enright et al. used the Bennett and Rock (1995) 
15-word version of the test (renamed Generating Explanations), scored the same 
way. Four factors emerged in a confirmatory factor-analysis of the test with the GRE 
General Test’s Verbal, Quantitative, and Analytical sections, and the three reasoning 
tests. The factors were Verbal, defined by the Verbal section, all the reasoning tests, 
and the logical-reasoning items from the Analytical section; Quantitative, defined 
only by the Quantitative section; Analytical, defined only by the analytical- reason-
ing items from the Analytical section; and Formulating Hypotheses, defined only by 
the Formulating Hypotheses test. The Formulating Hypotheses factor correlated .23 
to .40 with the others.

Like Bennett and Rock (1995), Enright et al. (1998) examined the correlations of 
the Formulating Hypotheses test and the GRE General Test with undergraduate 
grades and accomplishments criteria. The Formulating Hypotheses test had lower 
correlations with grades (r = .15) than did the GRE General Test (r = .22 to .29). The 
two tests had consistently low correlations with the same accomplishments ques-
tionnaire (Stricker and Rock 2001) used by Bennett and Rock. The Formulating 
Hypotheses test correlated significantly with the Aesthetic Expression and Practical 
Language scales, and a single GRE General Test section correlated significantly 
with the Academic Achievement, Mechanical, and Science scales.

Enright et al. (1998) also looked into the incremental validity of the Formulating 
Hypotheses Test against these criteria. The test’s incremental validity (vis-à-vis the 
GRE General Test) against grades was not significant for the total sample, but it was 
significant for the subsample of humanities and social-science majors (the incre-
ment was small, with R2 increasing from .12 to .16). Enright et al. noted that the 
latter result is consistent with the test’s demonstrated incremental validity for the 
total sample in the Bennett and Rock (1995) study, for over 60% of that sample were 
humanities and social-science majors. The test had no significant incremental valid-
ity (vis-à-vis the GRE General Test and grades) against an overall measure of 
accomplishments (pooling accomplishments across six areas), perhaps because of 
the latter’s heterogeneity.

To sum up, the Bennett and Rock (1995) and Enright et al. (1998) investigations 
are remarkably consistent in demonstrating the distinctiveness of Formulating 
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Hypotheses tests from the GRE General Test and suggesting that the former can 
make a contribution in predicting important criteria.

In all of the TST research, a free-response format had been employed. The 
Formulating Hypotheses test lends itself to a machine-scorable version, and Ward 
et al. (1980) examined the equivalence of the two formats. In the machine-scorable 
version, nine possible hypotheses were provided, and the test taker was required to 
check those hypotheses that could account for the findings and to rank order them 
from best to worst. Comparable number and quality scores were derived from the 
two formats. The free-response/machine-scorable correlations ranged from .13 to 
.33 in a sample of undergraduate psychology majors, suggesting that the two ver-
sions were not alternate forms of the same test. When scores from the two versions 
were related to scores on the GRE Aptitude Test and the GRE Advanced Psychology 
Test, the correlations with the machine-scorable version were generally higher than 
those for the free-response version. Ward et al., in fact, suggested that the machine-
scorable version offered little information beyond what is provided by the two GRE 
tests, whereas the free-response version did offer additional information. The obvi-
ous difference between the two versions is that the free-response requires test takers 
to produce solutions, whereas the machine-scorable merely calls for recognition of 
appropriate solutions. From the standpoint of ecological validity, it must be acknowl-
edged that solutions to scientific problems rarely assume multiple-choice form. As 
Ward et  al. point out, however, free-response tests are more difficult and time-
consuming to develop and score, and yet are less reliable than multiple-choice tests 
of the same length.

14.1.3  �Creative Products

Within a predictor-criterion framework, the previous two sections have focused on 
the former—individual differences in creative ability as reflected in performance on 
tests purportedly related to creativity on analogical or theoretical grounds. In some 
cases, various creativity criteria were available, making it possible to examine the 
concurrent or predictive validity of the creativity tests. Such research is informative 
about whether the creativity or scientific thinking label applied to the test is in fact 
warranted. In the present section, the focus is on the creative product itself. In some 
cases, investigators seek possible associations between the judged creativity of the 
product and the demographic or psychological characteristics of the individual who 
produced the product. In such instances, the predictor-to-criterion sequence is actu-
ally reversed.

Study of creative products can take two forms. The most direct form involves the 
evaluation of a concrete product for its creativity. A second and somewhat less direct 
form relies on test-takers’ self-reports. The test taker is asked to describe his or her 
activities and accomplishments that may reflect different kinds of creative produc-
tion, concrete or abstract, in such domains as science, literature, visual arts, and 
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music. It is the test-taker’s verbal description of a product that is evaluated for cre-
ativity rather than the product itself.

14.1.3.1  �Concrete Products

A good example of the concrete product approach to creativity is a study by ETS 
scientists Skager et al. (1966a). They raised the issue of the extent of agreement 
among a group of 28 judges (24 artists and 4 nonartists) in their aesthetic-quality 
ratings of drawings produced by the 191 students in the sophomore class at the 
Rhode Island School of Design. The students had the common assignment of draw-
ing a nature scene from a vantage point overlooking the city of Providence. The 
question was whether the level of agreement among the judges in their quality rat-
ings would be so high as to leave little interjudge variance remaining to be explained. 
This did not prove to be the case, as a varimax rotation of a principal-axis factor 
analysis of the intercorrelations of the 28 judges across 191 drawings suggested that 
at least four points of view about quality were discernible. Different artist judges 
were located on the first three factors, and the nonartists fell on the fourth factor. 
Factor I clearly pointed to a contrast between judges who preferred more unconven-
tional, humorous, and spontaneous drawings versus judges who favored more orga-
nized, static, and deliberate drawings. Factors II and III were not readily distinguished 
by drawing styles, but the nonartists of Factor IV clearly expressed a preference for 
drawings of a more deliberate, less spontaneous style. Skager et al. next turned to 
the characteristics of the students producing the drawings and whether these char-
acteristics might relate to the location of the drawing on one of the four quality 
points of view. Correlations were reported between the points of view and the stu-
dents’ scores on a battery of cognitive tests as well as on measures of academic 
performance, cultural background, and socioeconomic status. Most of these correla-
tions were quite low, but several were sufficiently intriguing to warrant additional 
study, notably, majoring in fine arts, cultural background, and socioeconomic 
status.

Further analysis of the Skager et al. (1966a) data is described in Klein and Skager 
(1967). Drawings with the highest positive and negative factor loadings on the first 
two factors extracted in the Skager et al. study (80 drawings in all) were selected 
with the aim of further clarifying the spontaneous-deliberate contrast cited earlier. 
Ten lay judges were given detailed definitions of spontaneity and deliberateness in 
drawing and were asked to classify the drawings by placing each of them in a spon-
taneous or deliberate pile. A three-dimensional (judges × viewpoint × high vs. low 
quality) contingency table was constructed, and its chi-square was partitioned to 
yield main and interaction effects. A highly significant viewpoint × quality interac-
tion was found. High-quality drawings for both Factor I and Factor II viewpoints 
were more likely to be classified as spontaneous relative to low-quality drawings. 
However, the effect was much stronger for the Factor I viewpoint, thereby account-
ing for the significant interaction. In sum, for Factor I judges, spontaneity versus 
deliberateness was a key dimension in evaluating the quality of the drawings; Factor 
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II judges, on the other hand, were evidently basing their evaluations on a dimension 
relatively independent of spontaneity-deliberateness. Of further interest is the extent 
to which lay judges, although differing from art experts on what constitutes a good 
drawing, nevertheless can, with minimal instruction, virtually replicate the aesthetic 
judgments of art experts holding a particular viewpoint (Factor I). These findings 
point to the potential efficacy of art appreciation courses in teaching and learning 
about aesthetic quality.

In a third and final approach to the topic of judged aesthetic quality of drawings, 
Skager et al. (1966b) subjected their set of 191 drawings to multidimensional scal-
ing (MDS). For this purpose, 26 judges were selected from the faculty of nine 
schools of design across the United States. Because the scaling procedure required 
similarity ratings in paired comparisons of an entire stimulus set, practicality 
required that the size of the set be reduced. Accordingly, 46 of the 191 drawings 
were selected, reflecting a broad range in aesthetic quality as determined in prior 
research, and the 46 was divided into two equally sized subsets. Three dimensions 
emerged from separate MDS analyses of the two subsets. When factor scores for 
these dimensions were correlated with the test scores and other measures (the same 
battery used in the Skager et al. 1966a, study), the corresponding correlations in the 
two analyses correlated .64, suggesting that the three dimensions emerging from the 
two analyses were reasonably comparable.

What was the nature of the three dimensions? Skager et  al. (1966b) chose to 
answer this question by comparing the drawings with the highest and lowest scale 
values on each dimension. There is a subjective and impressionistic quality to this 
type of analysis, but the outcomes were quite informative nevertheless. Dimension 
I offered a contrast between relative simplification versus complexity of treatment. 
The contrast was suggestive of the simplicity-complexity dimension described by 
Barron (1953). Among the contrasts distinguishing Dimension II were little versus 
extensive use of detail and objects nearly obscured versus clearly delineated. There 
was no obvious label for these contrasts. Dimension III contrasted neatness versus 
carelessness and controlled versus chaotic execution. The correlations between the 
three dimensions, on the one hand, and the test scores and other measures, on the 
other, were low or inconsistent between the two analyses. Skager et al. noted that 
some of the contrasts in the drawing dimensions carried a personality connotation 
(e.g., impulsiveness vs. conscientiousness). Because no personality tests were 
administered to the students who produced the drawings, this interesting specula-
tion about the basis for aesthetic preference could not be verified.

Finally, we consider two studies by Ward and Cox (1974) that explored creativity 
in a community sample. Listeners to a New York City radio station were invited to 
submit humorous and original small green objects to a Little Green Things contest, 
with a reward of $300 for the best entry and 10 consolation prizes of $20 each. In 
the first study, a total of 283 submitted objects were rated for originality on a seven-
point scale by four judges. The rated originality of each object represented the aver-
age of the judges’ ratings, yielding an interjudge reliability of .80. Some 58% of the 
objects were found things, 34% were made things, and 8% were verbal additions to 
found things. Names and addresses of the contestants made it possible to determine 
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their gender and the census tract in which they resided. From the latter, estimates of 
family income and years of schooling could be derived. These demographic charac-
teristics of the contestants could then be related to the originality ratings of their 
submissions. For all of the entries, these correlations were close to zero, but separat-
ing out made things yielded significant positive correlations of originality with esti-
mates of family income and years of schooling. Unlike the case for verbal-symbolic 
forms of creativity assessment, where associations with socioeconomic status have 
generally not been found, a nonlaboratory context seemed to elevate the importance 
of this variable. Of course, this relationship occurred for made things—where some 
investment of effort was required. Why this should be so is unclear.

In a second study, using another set of objects, Ward and Cox (1974) attempted 
to uncover the dimensions possibly underlying the global originality rating of the 
objects. Judges were asked to rate the attractiveness, humor, complexity, infre-
quency, and effort involved in securing or making the object. A multiple R was 
computed indicating how much these five dimensions contributed to the object’s 
originality rating. For found things, Rs ranged from .25 to .73 (median = .53) with 
infrequency the strongest and humor the next strongest contributor; for made things, 
Rs ranged from .47 to .71 (median = .64) with humor the strongest and amount of 
effort the next strongest contributor. It should be emphasized that the judges’ evalu-
ations were multidimensional, and for virtually every judge a combination of pre-
dictors accounted for more variance in the originality ratings than did any single 
predictor.

14.1.3.2  �Reports of Products

A study by Skager et  al. (1965) exemplifies the reporting of products approach. 
Using samples of college freshmen drawn from two institutions of higher learning 
(a technical institute and a state university), Skager et al. employed the Independent 
Activities Questionnaire, modeled after one devised by Holland (1961) and cover-
ing creative accomplishments outside of school during the secondary-school years. 
A sample item: “Have you ever won a prize or award for some type of original art 
work?” The number of these accomplishments served as a quantity score. Judges 
examined the participant’s brief description of these activities with the goal of 
selecting the most significant achievement. These achievements were then given to 
a panel of judges to be rated on a 6-point scale to generate a quality score.

Quantity and quality scores were significantly correlated (r’s of .44 and .29). In 
a certain respect, this correlation is analogous to the significant correlations found 
between the fluency and uniqueness scores derived from ideational-fluency tests. 
The more divergent-thinking responses ventured or extracurricular activities under-
taken by an individual, the more likely an original idea or high-quality accomplish-
ment, respectively, will ensue. In neither sample did the quantity or quality scores 
relate to socioeconomic status, SAT Verbal, SAT Math, or high-school rank. The 
quantity score, however, did relate significantly in both samples with “an estimate 
from the student of the number of hours spent in discussing topics ‘such as scientific 
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issues, world affairs, art, literature, or drama’ with adults living in the home” 
(Skager et al. 1965, p. 34). By combining the samples from the two institutions, the 
quality score began to show significant relationships with SAT Verbal and SAT 
Math. This result simply reflected the enhanced variance in SAT scores and is of 
greater methodological than substantive interest.

ETS scientists Baird and Knapp (1981) carried out a similar study with the 
Inventory of Documented Accomplishments (Baird 1979), devised for graduate 
school. The inventory, concerning extracurricular accomplishments in the college 
years, had four scales measuring the number of accomplishments in these areas: 
literary-expressive, artistic, scientific-technical, social service and organizational 
activity. It was administered to incoming, first-year graduate students in English, 
biology, and psychology departments. At the end of their first year, the students 
completed a follow-up questionnaire about their professional activities and accom-
plishments in graduate school. The four scales correlated significantly with almost 
all of these activities and accomplishments, though only one correlation exceeded 
.30 (r  =  .50 for the Scientific-Technical scale with working with equipment). 
Because the sample combined students from different fields, potentially distorting 
these correlations, the corresponding correlations within fields were explored. Most 
of the correlations were higher than those for the combined sample.

14.1.4  �Overview

Creativity research has evolved since the heyday of ETS’s efforts in the 1960s and 
1970s, at the dawn of psychology’s interest in this phenomenon. The first journal 
devoted to creativity, the Journal of Creative Behavior, was published in 1967, fol-
lowed by others, notably the Creativity Research Journal; Psychology of Aesthetics, 
Creativity, and the Arts; and Imagination, Creativity, and Personality. Several hand-
books have also appeared, beginning with the Glover et  al. (1989) Handbook of 
Creativity (others are Kaufman and Sternberg 2006, 2010b; Sternberg 1999; Thomas 
and Chan 2013). The volume of publications has burgeoned from approximately 
400 articles before 1962 (Taylor and Barron 1963) to more than 10,000 between 
1999 and 2010 (Kaufman and Sternberg 2010a). And the research has broadened 
enormously, “a virtual explosion of topics, perspectives, and methodologies….” 
(Hennessey and Amabile 2010, p. 571).

Nonetheless, divergent-thinking tests, evaluations of products, and inventories of 
accomplishments, the focus of much of the ETS work, continue to be mainstays in 
appraising individual differences. Divergent-thinking tests remain controversial 
(Plucker and Makel 2010), as noted earlier. The evaluation of products, considered 
to be the gold standard (Plucker and Makel 2010), has been essentially codified by 
the wide use of the Consensus Assessment Technique (Amabile 1982), which neatly 
skirts the knotty problem of defining creativity by relying on expert judges’ own 
implicit conceptions of it. And there now seems to be a consensus that inventories 
of accomplishments, which have proliferated (see Hovecar and Bachelor 1989; 
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Plucker and Makel 2010), are the most practical and effective assessment method 
(Hovecar and Bachelor 1989; Plucker 1990; Wallach 1976).

Creativity is not currently an active area of research at ETS, but its earlier work 
continues to have an influence on the field. According to the Social Science Citation 
Index, Wallach and Kogan’s 1965 monograph, Modes of Thinking in Young Children, 
has been cited 769 times through 2014, making it a citation classic.

14.2  �Cognitive Styles

Defined as individual differences in ways of organizing and processing information 
(or as individual variation in modes of perceiving, remembering, or thinking), cog-
nitive styles represented a dominant feature of the ETS research landscape begin-
ning in the late 1950s and extending well into the 1990s. The key players were 
Samuel Messick, Kogan, and Herman Witkin, along with his longtime collabora-
tors, Donald Goodenough and Philip Oltman, and the best known style investigated 
was field dependence-independence (e.g., Witkin and Goodenough 1981). The 
impetus came from Messick, who had spent a postdoctoral year at the Menninger 
Foundation (then a center for cognitive-style research) before assuming the leader-
ship of the personality research group at ETS.  During his postdoctoral year at 
Menninger, Messick joined a group of researchers working within an ego-
psychoanalytic tradition who sought to derive a set of cognitive constructs that 
mediated between motivational drives and situational requirements. These con-
structs—six in all—were assigned the label of cognitive-control principles and were 
assessed with diverse tasks in the domains of perception (field dependence-
independence), attention (scanning), memory (leveling-sharpening), conceptualiz-
ing (conceptual differentiation), susceptibility to distraction and interference 
(constricted-flexible control), and tolerance for incongruent or unrealistic experi-
ence (Gardner et  al. 1959). Messick’s initial contribution to this effort explored 
links between these cognitive-control principles and traditional intellectual abilities 
(Gardner et al. 1960). This study initiated the examination of the style-ability con-
trast—whereas abilities almost always reflect maximal performance, styles gener-
ally tap typical performance.

The psychoanalytic origin of the cognitive-control principles accounts for the 
emphasis on links to drives and defenses in early theorizing, but later research and 
theory shifted to the study of the cognitive-control principles (relabeled cognitive 
styles) in their own right. Messick played a major role in this effort, launching a 
project, supported by the National Institute of Mental Health, focused on conceptual 
and measurement issues posed by the assessment of these new constructs. The proj-
ect supported a series of empirical contributions as well as theoretical essays and 
scholarly reviews of the accumulating literature on the topic. In this effort, Messick 
was joined by Kogan, who collaborated on several of the empirical studies—con-
ceptual differentiation (Messick and Kogan 1963), breadth of categorization and 
quantitative aptitude (Messick and Kogan 1965), and a MDS approach to cognitive 
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complexity-simplicity (Messick and Kogan 1966). Other empirical work included 
studies of the influence of field dependence on memory by Messick and Damarin 
(1964) and Messick and Fritzky (1963). Scholarly reviews were published (Kagan 
and Kogan 1970; Kogan 1971) that enhanced the visibility of the construct of cogni-
tive style within the broader psychological and educational community. Messick 
(1970) provided definitions for a total of nine cognitive styles, but this number 
expanded to 19 six years later (Messick 1976). It is evident that Messick’s interest 
in cognitive styles at that latter point in time had moved well beyond his original 
psychoanalytic perspective to encompass cognitive styles generated by a diversity 
of conceptual traditions.

The reputation of ETS as a center for cognitive-style research was further rein-
forced by the 1973 arrival of Witkin, with Goodenough and Oltman. This team 
focused on field dependence-independence and its many ramifications. A field-
independent person is described as able to separate a part from a whole in which it 
is embedded—the simple figure from the complex design in the Embedded Figures 
Test (EFT) and the rod from the tilted frame in the Rod and Frame Test (RFT). A 
field-dependent person is presumed to find it difficult to disembed part of a field 
from its embedding context. The Witkin team was exceptionally productive, gener-
ating empirical studies (e.g., Witkin et  al. 1974, 1977a; Zoccolotti and Oltman 
1978) and reviews (e.g., Goodenough 1976; Witkin and Berry 1975; Witkin and 
Goodenough 1977; Witkin et al. 1977b, 1979) that stamped Witkin as one of the 
foremost personality researchers of his era (Kogan 1980). His death in 1979 severely 
slowed the momentum of the field dependence-independence enterprise to the point 
where its future long-term viability was called into question. Nevertheless, further 
conceptual and methodological refinement of this construct continued in articles 
published by Messick (1984, 1987, 1994, 1996) and in empirical work and further 
conceptualizing by Goodenough and his colleagues (e.g., Goodenough 1981, 1986; 
Goodenough et al. 1987, 1991).

Kogan, who had by then departed for the New School for Social Research, con-
tinued to build upon his ETS experience and devoted several publications to field 
dependence-independence and other cognitive styles (Kogan 1976, 1983, 1994; 
Kogan and Saarni 1990). A conference bringing together the principal field 
dependence-independence theorists and researchers (domestic and foreign) was 
held at Clark University in 1989 and subsequently appeared as an edited book 
(Wapner and Demick 1991). Kogan and Block (1991) contributed a chapter to that 
volume on the personality and socialization aspects of field dependence-
independence. That chapter served to resolve conceptual incongruities that arose 
when the Witkin team altered their original value-laden theory (Witkin et al. 1962) 
in a direction favoring a value-neutral formulation (Witkin and Goodenough 1981). 
The latter endowed field-dependent and field-independent individuals with distinc-
tive sets of skills—analytic restructuring versus interpersonal, respectively. The 
extensive longitudinal research reported by Kogan and Block proved more consis-
tent with the earlier formulation (Witkin et al. 1962) than with the more recent one 
(Witkin and Goodenough 1981).
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Educational implications of cognitive styles were of particular interest at ETS, 
and ETS researchers made contributions along those lines. Working with the nine 
cognitive styles delineated by Messick (1970), a book chapter by Kogan (1971) 
pointed to much variation at that point in time in the degree to which empirical 
investigations based on those styles could be said to offer implications for educa-
tion. Indeed, for some of the styles, no effort had been made to establish educational 
linkages, not surprising given that the origins of cognitive styles can be traced to 
laboratory-based research on personality and cognition. It took some years before 
the possibility of educational applications received any attention. By the time of a 
subsequent review by Kogan (1983), this dearth had been corrected, thanks in large 
part to the work of Witkin and his colleagues, and subsequently to Messick’s (1984, 
1987) persistent arguments for the importance of cognitive styles in accounting for 
educational processes and outcomes. Witkin and his colleagues considered the edu-
cational implications of field dependence-independence in a general survey of the 
field (Witkin et al. 1977b) and in an empirical study of the association between field 
dependence-independence and college students’ fields of concentration (Witkin 
et  al. 1977a). In the latter study, three broad categories of student majors were 
formed: (a) science; (b) social science, humanities, and arts; and (c) education. Field 
independence, assessed by EFT scores, was highest for science majors and lowest 
for education majors. Furthermore, students switching out of science were more 
field dependent than those who remained, whereas students switching out of educa-
tion were more field independent than those who remained. An attempt to relate 
field dependence-independence to performance (i.e., grades) within each field 
yielded only marginal results. The findings clearly supported the relevance of field 
dependence-independence as an important educational issue.

Another topic of educational relevance is the matching hypothesis initially 
framed by Cronbach and Snow (1977) as a problem in aptitude-treatment interac-
tion. The basic proposition of this interaction is that differences among learners 
(whether in aptitude, style, strategy, or noncognitive attributes) may imply that 
training agents or instructional methods can be varied to capitalize upon learners’ 
strengths or to compensate for their weaknesses. A portion of this research inquired 
into cognitive styles as individual differences in the aptitude-treatment interaction 
framework, and the Witkin et  al. (1977b) review showed inconsistent effects for 
field dependence-independence across several studies. There was some indication 
that style-matched teachers and students liked one another more than did mis-
matched pairs, but there was little evidence suggesting that matching led to improved 
learning outcomes. A more recent review by Davis (1991) of field dependence-
independence studies of this kind again suggests a mixed picture of successes and 
failures. Messick (1994, 1996) has attributed many of these failures to the haphaz-
ard manner in which field dependence-independence has been assessed. Typically, 
the isolated use of the EFT to assess this cognitive style implies that only the cogni-
tive restructuring or set-breaking component is represented in the field dependence-
independence index to the exclusion of the component represented by the RFT, 
which Witkin and Goodenough (1981) described as visual versus vestibular sensi-
tivity to perception of the upright. They, in fact, raised the possibility that the EFT 

14  Research on Cognitive, Personality, and Social Psychology: II



430

and RFT may be tapping distinctive, although related, psychological processes. 
Multivariate studies of a diversity of spatial tasks have found that EFT and RFT load 
on separate factors (Linn and Kyllonen 1981; Vernon 1972). A discussion of the 
implications of these findings can be found in Kogan (1983).

14.2.1  �Conclusion

There can be no doubt that the field dependence-independence construct has faded 
from view, but this in no way implies that the broader domain of cognitive styles has 
correspondingly declined. More recently, Kozhevnikov (2007) offered a review of 
the cognitive-style literature that envisions the future development of theoretical 
models incorporating neuroscience and research in other psychological fields. Thus, 
the style label has been attached to research on decision-making styles (e.g., Kirton 
1989), learning styles (e.g., Kolb 1976), and thinking styles (e.g., Sternberg 1997). 
Possibly, the dominant approach at present is that of intellectual styles (Zhang and 
Sternberg 2006). Zhang and Sternberg view intellectual styles as a very broad con-
cept that more or less incorporates all prior concepts characterizing stylistic varia-
tion among individuals. This view will undoubtedly be reinforced by the recent 
appearance of the Handbook of Intellectual Styles (Zhang et al. 2011). It is dubious, 
however, that so broad and diverse a field as stylistic variation among individuals 
would be prepared to accept such an overarching concept at the present stage in its 
history.

14.3  �Risk Taking

Research on risk-taking behavior, conducted by Kogan and Wallach, was a major 
activity at ETS in the 1960s. Despite the importance and general interest in this 
topic, no review of research in the field had been published prior to their essay 
(Kogan and Wallach 1967c). In that review, they surveyed research on situational, 
personal, and group influences on risk-taking behavior. Also discussed were the 
assets and liabilities of mathematical models (e.g., Edwards 1961; Pruitt 1962) 
developed to account for economic decision making and gambling behavior. Simon 
(1957) rejected this rational economic view of the individual as maximizer in favor 
of the individual as satisfier—accepting a course of action as good enough. This 
latter perspective on decision making is more friendly to the possibility of system-
atic individual-variation in what constitutes good enough, and thus opened the door 
to a construct of risk taking.
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14.3.1  �Individuals

In the matter of situational influences, the distinction between chance tasks and skill 
tasks would seem critical, but the contrast breaks down when taking account of the 
degree of control individuals believe they can exert over decision outcomes. In the 
Kogan and Wallach (1964) research, a direct comparison between risk preferences 
under chance and skill conditions was undertaken. Participants gambled for money 
on games of chance (e.g., dice) and skill (e.g., shuffleboard), choosing the bets and 
resultant monetary payoffs (the games scored for maximizing gains, minimizing 
losses, and deviations from a 50-50 bet). There was no indication in the data of 
greater risk taking under skill conditions. Rather, there was a strategic preference 
for moderate risk taking (minimizing deviation from a 50-50 bet). By contrast, the 
chance condition yielded greater variance as some participants leaned toward risky 
strategies or alternatively toward cautious strategies.

Variation in risk-taking behavior can also be observed in an information-seeking 
context. The paradigm is one in which there is a desirable goal (e.g., a monetary 
prize for solving a problem) with informational cues helpful to problem solution 
offered at a price. To avail oneself of all the cues provided would reduce the prize to 
a negligible value. Hence, the risk element enters as the person attempts to optimize 
the amount of information requested. Venturing a solution early in the informational 
sequence increases the probability of an incorrect solution that would forfeit the 
prize. Such a strategy is indicative of a disposition toward risk taking. Irwin and 
Smith (1957) employed this information-seeking paradigm and observed that the 
number of cues requested was directly related to the value of the prize and inversely 
related to the monetary cost per cue. Kogan and Wallach (1964) employed 
information-seeking tasks in their risk-taking project.

The risk-taking measures described thus far were laboratory based and cast deci-
sions in a gambling-type format with monetary incentives (while avoiding use of 
participants’ own money). Most real-life decision making does not conform to the 
gambling paradigm, and accordingly, Kogan and Wallach (1964) constructed a 
series of choice dilemmas drawn from conceivable events in a variety of life 
domains. An abbreviated version of a scenario illustrates the idea: “Mr. A, an elec-
trical engineer, had the choice of sticking with his present job at a modest, though 
adequate salary, or of moving on to another job offering more money but no long-
term security.” These scenarios (12  in all) constituted the Choice Dilemmas 
Questionnaire (CDQ). In each of these scenarios, the participant is asked to imagine 
advising the protagonist, who is faced with the choice between a highly desirable 
alternative with severe negative consequences for failure and a less desirable alter-
native where consequences for failure are considerably less severe. On a probability 
scale extending from 9 in 10 to 1 in 10, the participant is asked to select the mini-
mum odds of success the protagonist should demand before opting for the highly 
desirable alternative. Descending the probability scale (toward 1  in 10) implies 
increasing preference for risk. (A 10 in 10 option is also provided for participants 
demanding complete certainty that the desirable alternative will be successful.) The 
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CDQ has also been claimed to measure the deterrence value of potential failure in 
the pursuit of desirable goals (Wallach and Kogan 1961). Its reliability has ranged 
from the mid-.50s to the mid-.80s.

Diverse tasks have been employed in the assessment of risk-taking dispositions. 
The basic question posed by Kogan and Wallach (1964) was whether participants 
demonstrate any consistency in their risk-taking tendencies across these tasks. The 
evidence derived from samples of undergraduate men and women pointed to quite 
limited generality, calling into question the possibility of risk-inclined versus pru-
dent, cautious personalities. A comparable lack of cross-situational consistency had 
been observed earlier by Slovic (1962). Unlike Slovic, however, Kogan and Wallach 
chose to explore the role of potential moderators selected for their conceptual rele-
vance to the risk-taking domain. The first moderator considered was test anxiety. 
Atkinson (1957) conceptualized test anxiety as fear of failure and offered a model 
in which fear-of-failure individuals would make exceedingly cautious or risky 
choices in a level-of-aspiration problem-solving paradigm. Cautious choices are 
obviously more likely to ensure success, and exceptionally risky choices offer a 
convenient rationalization for failure. Hence, test-anxious participants were 
expected to be sensitized to the success and failure potentialities of the risk-taking 
measures with the likely consequence of enhanced consistency in their choices. The 
second moderator under examination was defensiveness—also labeled need for 
approval, by Crowne and Marlowe (1964). Many of the tasks employed in the 
Kogan and Wallach research required a one-on-one interaction with an experi-
menter. Participants high in defensiveness were considered likely to engage in 
impression management—a desire to portray oneself consistently as a bold decision-
maker willing to take risks, or as a cautious, prudent decision-maker seeking to 
avoid failure. Accordingly, enhanced cross-task consistency was anticipated for the 
highly defensive participants.

Both moderators proved effective in demonstrating the heightened intertask con-
sistency of the high test-anxious and high-defensive participants relative to the par-
ticipants low on both moderators. The latter subgroup’s risk-taking preferences 
appeared to vary across tasks contingent on their stimulus properties, whereas the 
former, motivationally disturbed subgroups appeared to be governed by their inner 
motivational dispositions in tasks with a salient risk component. It should be empha-
sized that Kogan and Wallach (1964) were not the first investigators to discover the 
value of moderator analyses in the personality domain. Saunders (1956) had earlier 
reported enhanced predictability through the use of personality moderators. More 
recently, Paunonen and Jackson (1985) offered a multiple-regression model for 
moderator analyses as a path toward a more idiographic approach in personality 
research.

Of further interest in the Kogan and Wallach (1964) monograph is the evidence 
indicating an association between risk-taking indices and performance on the SAT 
Verbal section for undergraduate men. The relationship was moderated by test anxi-
ety such that high test-anxious participants manifested an inverse association and 
low test-anxious participants a direct association between risk-taking level and SAT 
performance. In short, a disposition toward risk taking facilitated the low-anxious 

N. Kogan



433

person (presumably enabling educated guessing) and hindered the anxiety-laden 
individual (presumably due to interference with cognitive processing). Hence, the 
penalty-for-guessing instructions for the SAT (retained by the College Board until 
recently) seemed to help some participants while hurting others.

Beyond the consistency of risk-taking dispositions in the motivationally-
disturbed participants, Kogan and Wallach (1964) introduced the possibility of irra-
tionality in the choices of those subgroups. After implementing their choices, 
participants were informed of their monetary winnings and offered the opportunity 
to make a final bet with those winnings on a single dice toss that could enhance 
those winnings up to six-fold if successful but with the risk of total loss if unsuc-
cessful. The low anxious/low defensive participants exhibited the protecting-one’s-
nest-egg phenomenon in the sense of refusing to make a final bet or accepting less 
risk on the bet in proportion to the magnitude of their winnings. In the motivation-
ally disturbed subgroups, on the other hand, the magnitude of winnings bore no 
relation to the risk level of the final bet. In other words, these subgroups maintained 
their consistently risky or cautious stance, essentially ignoring how much they had 
previously won. Further evidence for irrationality in the motivationally disturbed 
subgroups concerned post-decisional regret. Despite a frequent lack of success 
when playing their bets, participants in those subgroups expressed minimal regret 
about their original decisions unlike the low anxious/low defensive participants who 
wished they could alter original choices that failed to yield successful outcomes. In 
the sense that some participants ignored relevant situational properties whereas oth-
ers took account of them, the issue of rationality-irrationality became germane.

The directions taken by risk-taking research subsequent to the Kogan and 
Wallach (1964, 1967c) contributions were summarized in the chapters of a book 
edited by Yates (1992). At that time, the issue of individual and situational influ-
ences on risk-taking preferences and behavior remained a focus of debate (Bromiley 
and Curley 1992). That risk taking continues as a hot topic is demonstrated in the 
research program undertaken by Figner and Weber (2011). They have introduced 
contrasts in the risk-taking domain that had received little attention earlier. For 
example, they distinguish between affective and deliberative risk-taking (also 
described as hot vs. cold risk-taking). Thus, a recreational context would be more 
likely to reflect the former, and a financial investment context the latter.

14.3.2  �Small Groups

14.3.2.1  �Intragroup Effects

It is often the case that major decisions are made, not by individuals acting alone, 
but by small groups of interacting individuals in an organizational context. 
Committees and panels are often formed to deal with problems arising in govern-
mental, medical, and educational settings. Some of the decisions made by such 
groups entail risk assessments. The question then arises as to the nature of the 
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relationship between the risk level of the individuals constituting the group and the 
risk level of the consensus they manage to achieve. Most of the research directed to 
this issue has employed groups of previously unacquainted individuals assembled 
solely for the purpose of the experiments. Hence, generalizability to longer-term 
groups of acquainted individuals remains an open question. Nevertheless, it would 
be surprising if the processes observed in minimally acquainted groups had no rel-
evance for acquainted individuals in groups of some duration.

There are three possibilities when comparing individual risk preferences with a 
consensus reached through group discussion. The most obvious possibility is that 
the consensus approximates the average of the prior individual decisions. Such an 
outcome obviously minimizes the concessions required of the individual group 
members (in shifting to the mean), and hence would seem to be an outcome for 
which the members would derive the greatest satisfaction. A second possible out-
come is a shift toward caution. There is evidence that groups encourage greater 
carefulness and deliberation in their judgments, members not wishing to appear 
foolhardy in venturing an extreme opinion. The third possibility is a shift toward 
greater risk taking. There is mixed evidence about this shift from brainstorming in 
organizational problem-solving groups (Thibaut and Kelley 1959), and the excesses 
observed in crowds have been described by Le Bon (1895/1960). Both of these situ-
ations would seem to have limited relevance for decision-making in small discus-
sion groups.

This third possibility did emerge in an initial study of decision-making in small 
discussion groups (Wallach et al. 1962). College students made individual decisions 
on the CDQ items and were then constituted as small groups to reach a consensus 
and make individual post-discussion decisions. The significant risky shifts were 
observed in the all-male and all-female groups, and for both the consensus and post-
consensus-individual decisions. Interpretation of the findings stressed a mechanism 
of diffusion of responsibility whereby a group member could endorse a riskier deci-
sion because responsibility for failure would be shared by all of the members of the 
group.

It could be argued, of course, that decision making on the CDQ is hypothetical—
no concrete payoffs or potential losses are involved—and that feature could account 
for the consistent shift in the risky direction. A second study (Wallach et al. 1964) 
was designed to counter that argument. SAT items of varying difficulty levels (10% 
to 90% failure rate as indicated by item statistics) were selected from old tests, and 
monetary payoffs were attached proportional to difficulty level to generate a set of 
choices equal in expected value. College students individually made their choices 
about the difficulty level of the items they would be given and then were formed into 
small groups with the understanding they would be given the opportunity to earn the 
payoff if the item was answered correctly. A risky shift was observed (selecting 
more difficult, higher payoff items) irrespective of whether responsibility for 
answering the selected item was assigned to a particular group member or to the 
group as a whole. The monetary prize in each case for a successful solution was 
made available to each group member. Again, in a decision context quite different 
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from the CDQ, group discussion to consensus yielded risky shifts that lent them-
selves to explanation in terms of diffusion of responsibility.

A partial replication of the foregoing study was carried out by Kogan and Carlson 
(1969). In addition to sampling college students, a sample of fourth graders and fifth 
graders was employed. Further, a condition of overt intragroup competition was 
added in which group members bid against one another to attempt more difficult 
items. Consistent with the Wallach et al. (1964) findings, risky shifts with group 
discussion to consensus were observed in the sample of college students. The com-
petition condition did not yield risky shifts, and the outcomes for the elementary 
school sample were weaker and more ambiguous than those obtained for college 
students.

While the preceding two studies provided monetary payoffs contingent on prob-
lem solution, participants did not experience the prospect of losing their own money. 
To enhance the risk of genuinely aversive consequences, Bem et al. (1965) designed 
an experiment in which participants made choices that might lead to actual physical 
pain coupled with monetary loss. (In actuality, participants never endured these 
aversive effects, but they were unaware of this fact during the course of the experi-
ment.) Participants were offered an opportunity to be in experiments that differed in 
the risks of aversive side effects from various forms of stimulation (e.g., olfactory, 
taste, movement). Monetary payoffs increased with the percentage of the population 
(10% to 90%) alleged to experience the aversive side effects. Again, discussion to 
consensus and private decisions following consensus demonstrated the risky-shift 
effect and hence provided additional evidence for a mechanism of responsibility 
diffusion.

With the indication that the risky-shift effect generalizes beyond the hypothetical 
decisions of the CDQ to such contexts as monetary gain and risk of painful side-
effects, investigators returned to the CDQ to explore alternative interpretations for 
the effect with the knowledge that it is not unique to the CDQ. Thus, Wallach and 
Kogan (1965b) experimentally split apart the discussion and consensus components 
of the risky-shift effect. Discussion alone without the requirement of achieving a 
consensus generated risky shifts whose magnitude did not differ significantly from 
discussion with consensus. By contrast, the condition of consensus without discus-
sion (a balloting procedure where group members were made aware of each other’s 
decisions by the experimenter and cast as many ballots as necessary to achieve a 
consensus), yielded an averaging effect. It is thus apparent that actual verbal-
interaction is essential for the risky shift to occur. The outcomes run contrary to 
Brown’s (1965) interpretation that attributes the risky shift to the positive value of 
risk in our culture and the opportunity to learn in the discussion that other group 
members are willing to take greater risks than oneself. Hence, these members shift 
in a direction that yields the risky-shift effect. Yet, in the consensus-without-
discussion condition in which group members became familiar with others’ pre-
ferred risk levels, the outcome was an averaging rather than a risky-shift effect. 
Verbal interaction, on the other hand, not only allows information about others’ 
preferences, but it also generates the cognitive and affective processes presumed 
necessary for responsibility diffusion to occur.
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It could be contended that the balloting procedure omits the exchange of infor-
mation that accompanies discussion, and it is the latter alone that might be sufficient 
to generate the risky-shift effect. A test of this hypothesis was carried out by Kogan 
and Wallach (1967d) who compared interacting and listening groups. Listeners 
were exposed to information about participants’ risk preferences and to the pro and 
con arguments raised in the discussion as well. Both the interacting and listener 
groups manifested the risky-shift effect, but its magnitude was significantly smaller 
in the listening groups. Hence, the information-exchange hypothesis was not suffi-
cient to account for the full strength of the effect. Even when group members were 
physically separated (visual cues removed) and communicated over an intercom 
system, the risky shift retained its full strength (Kogan and Wallach 1967a). 
Conceivably, the distinctiveness of individual voices and expressive styles allowed 
for the affective reactions presumed to underlie the mechanism of responsibility 
diffusion.

To what extent are group members aware that their consensus and individual 
post-consensus decisions are shifting toward greater risk-taking relative to their 
prior individual-decisions? Wallach et  al. (1965) observed that group members’ 
judgments were in the direction of shifts toward risk, but their estimates of the shifts 
significantly underestimated the actual shifts.

In a subsequent study, Wallach et al. (1968) inquired whether risk takers were 
more persuasive than their more cautious peers in group discussion. With risk-
neutral material used for discussion, persuasiveness ratings were uncorrelated with 
risk-taking level for male participants and only weakly correlated for female partici-
pants. Overall, the results suggested that the risky shift could not be attributed to the 
greater persuasiveness of high risk takers. A different process seemed to be at work.

As indicated earlier, the paradigm employed in all of the previously cited research 
consisted of unacquainted individuals randomly assembled into small groups. 
Breaking with this paradigm, Kogan and Wallach (1967b) assembled homogeneous 
groups on the basis of participants’ scores on test anxiety and defensiveness. Median 
splits generated four types of groups—high and/or low on the two dimensions. Both 
dimensions generated significant effects—test anxiety in the direction of a stronger 
risky shift and defensiveness in the direction of a weaker risky shift. These out-
comes were consistent with a responsibility-diffusion interpretation. Test-anxious 
participants should be especially willing to diffuse responsibility so as to relieve the 
burden of possible failure. Defensive participants, by contrast, might be so guarded 
in relation to each other that the affective matrix essential for responsibility diffu-
sion was hindered in its development.

In a related study, field dependence-independence served as the dimension for 
constructing homogeneous groups (Wallach et al. 1967). The magnitude of the risky 
shift was not significantly different between field-dependent and field-independent 
groups. There was a decision-time difference, with field-dependent groups arriving 
at a consensus significantly more quickly. The more time that was taken by field-
dependent groups, the stronger the risky shift, whereas, the more time that was 
taken by field-independent groups, the weaker the risky shift. More time for field-
dependent groups permitted affective bonds to develop, consistent with a process of 
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responsibility diffusion. More time for field-independent groups, by contrast, 
entailed resistance to other group members’ risk preferences and extended cogni-
tively based analysis, a process likely to mitigate responsibility diffusion.

A slight change in the wording of instructions on the CDQ transforms it from a 
measure of risk taking into a measure of pessimism-optimism. On a probability 
scale ranging from 0 in 10 to 10 in 10, the test taker is asked to estimate the odds 
that the risky alternative would lead to a successful outcome if chosen. Descending 
the probability scale (toward 1 in 10) implies increasing pessimism. Contrary to the 
expectation that a risky shift would lead to a surge of optimism, the outcome was a 
significant shift toward pessimism (Lamm et al. 1970). The discussion generated a 
consensus probability more pessimistic than the prediscussion average of the par-
ticipating group members. When estimating success/failure probabilities, the dis-
cussion focused on things that might go wrong and the best alternative for avoiding 
error. Hence, the pessimism outcomes can be viewed as a possible constraint on 
extremity in risky decision-making.

14.3.2.2  �Intergroup Effects

With financial support from the Advanced Research Projects Agency of the US 
Defense Department, Kogan and his collaborators undertook a series of studies in 
France, Germany, and the United States that departed from the standard intragroup-
paradigm by adding an intergroup component. Participants in small decision-
making groups were informed that one or more of them would serve as delegates 
meeting with delegates from other groups with the intent of presenting and defend-
ing the decisions made in their parent groups. Such a design has real-world parallels 
in the form of local committees arriving at decisions, where a representative is 
expected to defend the decisions before a broader-based body of representatives 
from other localities.

In an initial exploratory study with a French university sample (Kogan and Doise 
1969), 10 of the 12 CDQ items with slight modifications proved to be appropriate in 
the French cultural context and were accordingly translated into French. Discussion 
to consensus on the first five CDQ items was followed by an anticipated delegate 
condition for the latter five CDQ items. Three delegate conditions were employed 
in which the group members were told (a) the delegate would be selected by chance, 
(b) the delegate would be selected by the group, and (c) all group members would 
serve as delegates. The significant shift toward risk was observed in the initial five 
CDQ items, and the magnitude of the risky shift remained essentially at the same 
level for all three of the anticipated delegate conditions. It is evident, then, that the 
expectation of possibly serving as a delegate in the future does not influence the 
processes responsible for the risky-shift effect.

In subsequent studies, delegates were given the opportunity to negotiate with 
each other. In the Hermann and Kogan (1968) investigation with American under-
graduate men, dyads pairing an upperclassman (seniors, juniors) with an under-
classman (sophomores, freshmen) engaged in discussion to consensus on the CDQ 
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items. The upperclassmen were designated as leaders, and the underclassmen as 
delegates. The risky shift prevailed at the dyadic level. Intergroup negotiation then 
followed among leaders and among delegates. The former manifested the risky 
shift, whereas the latter did not. This outcome is consistent with a responsibility-
diffusion interpretation. Requiring delegates to report back to leaders would likely 
interfere with the affective processes presumed to underlie diffusion of responsibil-
ity. Leaders, by contrast, have less concern about reporting back to delegates. One 
cannot rule out loss-of-face motivation, however, and the magnitude of the risky 
shift in the leader groups was in fact weaker than that observed in the typical intra-
group setting.

A follow-up to this study was carried out by Lamm and Kogan (1970) with a 
sample of German undergraduate men. As in the case of the French study (Kogan 
and Doise 1969), 10 of the 12 CDQ items (with slight modification) were consid-
ered appropriate in the German cultural context and were accordingly translated 
into German. Unlike the Hermann and Kogan (1968) study in which status was 
ascribed, the present investigation was based on achieved status. Participants in 
three-person groups designated a representative and an alternate, leaving a third 
individual designated as a nonrepresentative. Contrary to the Hermann and Kogan 
(1968) findings where leaders manifested the risky shift, the representative groups 
(presumed analogous to the leaders) failed to demonstrate the risky shift. On the 
other hand, the alternate and nonrepresentative groups did generate significant risky 
shifts. The argument here is that achieved, as opposed to ascribed, status enhanced 
loss-of-face motivation, making difficult the concessions and departures from prior 
intragroup decisions that are essential for risky shifts to occur. Having been assigned 
secondary status by the group, the alternates and nonrepresentatives were less sus-
ceptible to loss-of-face pressures and could negotiate more flexibly with their status 
peers.

In a third and final study of the delegation process, Kogan et al. (1972) assigned 
leader and subordinate roles on a random basis to German undergraduate men. The 
resultant dyads discussed the CDQ items to consensus (revealing the anticipated 
risky shift) and were assigned negotiating and observer roles in groups comprised 
exclusively of negotiators or observers. All four group types—leader-negotiators, 
subordinate-observers, subordinate-negotiators, and leader-observers—demon-
strated the risky shift. However, the subordinate observers relative to their negotiat-
ing leaders preferred larger shifts toward risk. Evidently, loss-of-face motivation in 
the leaders in the presence of their subordinates served as a brake on willingness to 
shift from their initial-dyadic decisions. The nature of the arguments, however, con-
vinced the observing subordinates of the merits of enhanced risk taking.

Two studies were conducted to examine preferred risk-levels when decisions are 
made for others. The first (Zaleska and Kogan 1971) utilized a sample of French 
undergraduate women selecting preferred probability and monetary stake levels in 
a series of equal-expected-value chance bets to be played for the monetary amounts 
involved. In addition to a control condition (self-choices on two occasions), three 
experimental conditions were employed: (a) individual choices for self and another, 
(b) individual and group choices for self, and (c) individual and group choices for 
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others. The first condition generated cautious shifts, the second yielded risky shifts, 
and the third produced weakened risky-shifts. Evidently, making individual choices 
for another person enhances caution, but when such choices are made in a group, a 
significant risky shift ensues, though weaker than obtained in the standard intra-
group condition.

The findings bear directly on competing interpretations of the risky-shift effect. 
The popular alternative to the responsibility-diffusion interpretation is the risk-as-
value interpretation initially advanced by Brown (1965) and already described. As 
noted in the Zaleska and Kogan (1971) study, caution is a value for individuals mak-
ing choices for others, yet when deciding for others as a group, the decisions shifted 
toward risk. Such an outcome is consistent with a responsibility-diffusion interpre-
tation, but the lesser strength of the effect suggests that the value aspect exerts some 
influence. Hence, the two conflicting interpretations may not necessarily assume an 
either-or form. Rather, the psychological processes represented in the two interpre-
tations may operate simultaneously, or one or the other may be more influential 
depending on the decision-making context.

Choices in the Zaleska and Kogan (1971) study were distinguished by reciproc-
ity—individuals and groups choosing for unacquainted specific others were aware 
that those others would at the same time be choosing for them. A subsequent study 
by Teger and Kogan (1975), using the Zaleska and Kogan chance bets task, explored 
this reciprocity feature by contrasting gambling choices made under reciprocal ver-
sus nonreciprocal conditions in a sample of American undergraduate women. A 
significantly higher level of caution was observed in the reciprocal condition rela-
tive to the nonreciprocal condition. This difference was most pronounced for high-
risk bets that could entail possible substantial loss for the reciprocating other. Hence, 
the enhanced caution with reciprocity was most likely intended to ensure at least a 
modest payoff for another who might benefit the self. Caution in such circumstances 
serves the function of guilt avoidance.

We might ask whether the research on group risk-taking represented a passing 
fad. The answer is no. The group risk-taking research led directly to the study of 
polarization in small groups—the tendency for group discussion on almost any atti-
tudinal topic to move participants to adopt more extreme positions at either pole 
(e.g., Myers and Lamm 1976). This polarization work eventually led to the exami-
nation of the role of majorities and minorities in influencing group decisions (e.g., 
Moscovici and Doise 1994). In short, the dormant group-dynamics tradition in 
social psychology was invigorated. Reviewing the group risk-taking research 20 
years after its surge, Davis et al. (1992) noted that the “decline of interest in inves-
tigating the parameters of group risk taking was unfortunate” (p. 170). They go on 
to note the many settings in which group decision-making takes place (e.g., parole 
boards, juries, tenure committees) and where the “conventional wisdom persists that 
group decisions are generally moderate rather than extreme, despite such contrary 
evidence as we have discussed above” (p. 170).
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14.4  �Kinesthetic Aftereffect

A phenomenon originally demonstrated by Kӧhler and Dinnerstein in 1947, the 
kinesthetic aftereffect captured the attention of psychologists for almost a half-cen-
tury. Early interest in this phenomenon can be traced to experimental psychologists 
studying perception who sought to establish its parameters. In due course, individ-
ual differences in the kinesthetic aftereffect attracted personality psychologists who 
viewed it as a manifestation of the augmenter-reducer dimension, which distin-
guishes between people who reduce the subjective intensity to external stimuli and 
those who magnify it (Petrie 1967).

Consider the nature of the kinesthetic-aftereffect task. A blindfolded participant 
is handed (right hand) a wooden test block 2 inches in width and 6 inches in length. 
The participant then is requested to match the width of the test block on an adjust-
able wedge (30 inches long) located to the participant’s left hand. This process 
constitutes the preinduction measurement. Next, the participant is handed an induc-
tion block 1/2 inch narrower or wider than the test block and asked to give it a back-
and-forth rubbing. Then the participant returns to the test block, and the initial 
measurement is repeated. The preinduction versus postinduction difference in the 
width estimate constitutes the score.

Kinesthetic-aftereffect research at ETS was conducted by A. Harvey Baker and 
his colleagues. One question that they examined was the effect of experimental 
variations on the basic paradigm just described. Weintraub et al. (1973) had explored 
the contrast between a wider and narrower induction block (relative to the test 
block) on the magnitude and direction of the kinesthetic aftereffect. They also 
included a control condition eliminating the induction block that essentially reduced 
the score to zero. The kinesthetic aftereffect proved stronger with the wider induc-
tion block, probably the reason that subsequent research predominantly employed a 
wider induction block, too.

Taking issue with the absence of an appropriate control for the induction block 
in the kinesthetic-affereffect paradigm, Baker et al. (1986) included a condition in 
which the test and induction blocks were equal in size. Such a control permitted 
them to determine whether the unequal size of the two blocks was critical for the 
kinesthetic aftereffect. Both the induction > test and induction  <  test conditions 
generated a significant kinesthetic aftereffect. The induction = test condition also 
yielded a significant kinesthetic aftereffect, but it was not significantly different 
from the induction > test condition. On this basis, Baker et al. concluded that two 
processes rather than one are necessary to account for the kinesthetic-aftereffect 
phenomenon—induction (rubbing the induction block) and the size contrast. It 
should be noted that these findings were published as research on this phenomenon 
had begun to wane, and hence their influence was negligible.

Two additional questions investigated by Baker and his coworkers in other 
research were the kinesthetic aftereffect’s reliability and personality correlates. A 
stumbling block in research on this phenomenon was the evidence of low test-retest 
reliability across a series of trials. Until the reliability issue could be resolved, the 
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prospect for the kinesthetic aftereffect as an individual-differences construct 
remained dubious. Baker et al. (1976, 1978) maintained that test-retest reliability is 
inappropriate for the kinesthetic aftereffect. They noted that the kinesthetic afteref-
fect is subject to practice effects, such that the first preinduction-postinduction pair-
ing changes the person to the extent that the second such pairing is no longer 
measuring the same phenomenon. In support of this argument, Baker et al. (1976, 
1978) reviewed research based on a single-session versus a multiple-session kines-
thetic aftereffect and reported that it was only the former that yielded significant 
validity coefficients with theoretically-relevant variables such as activity level and 
sensation seeking.

In another article on this topic, Mishara and Baker (1978) argued that internal-
consistency reliability is most relevant for the kinesthetic aftereffect. Of the 10 
samples studied, the first five employed the Petrie (1967) procedure in which a 
45-minute rest period preceded kinesthetic-aftereffect measurements. Participants 
were not allowed to touch anything with their thumbs and forefingers during this 
period, and the experimenter used the time to administer questionnaires orally. The 
remaining five samples were tested with the Weintraub et al. (1973) procedure that 
did not employ the 45-minute rest period. For the samples using the Petrie proce-
dure, the split-half reliabilities ranged from .92 to .97. For the samples tested with 
the Weintraub et al. procedure, the reliabilities ranged from .60 to .77. Mishara and 
Baker noted that the Weintraub et al. procedure employed fewer trials, but applica-
tion of the Spearman-Brown correction to equate the number of trials in the 
Weintraub et al. procedure with the number in the Petrie procedure left the latter 
with substantially higher reliabilities. These results suggest that the 45-minute rest 
period may be critical to the full manifestation of the kinesthetic aftereffect, but a 
direct test of its causal role regarding differential reliabilities has not been 
undertaken.

Baker et al. (1976) continued the search for personality correlates of kinesthetic 
aftereffect begun by Petrie (1967). Inferences from her augmenter-reducer concep-
tion are that augmenters (their postinduction estimates smaller/narrower than their 
preinduction estimates) are overloaded with stimulation and hence motivated to 
avoid any more, whereas reducers (their postindduction estimated larger/wider than 
their preinduction estimates) are stimulus deprived and hence seek more stimula-
tion. Supporting these inferences is empirical evidence (Petrie et al. 1958) indicat-
ing that reducers (relative to augmenters) are more tolerant of pain, whereas 
augmenters (relative to reducers) are more tolerant of sensory deprivation.

Baker et al. (1976), arguing that the first-session kinesthetic aftereffect was reli-
able and could potentially predict theoretically-relevant personality traits and 
behavioral dispositions, reanalyzed the earlier Weintraub et  al. (1973) study. A 
25-item scale was reduced to 18 items and an index was derived with positive scores 
reflecting the reducing end of the augmenting-reducing dimension. Some of the 
items in the index concerned responses to external stimulation (e.g., fear of an injec-
tion, lively parties, lengthy isolation). Other items concerned seeking or avoiding 
external stimulation (e.g., coffee and alcohol consumption, sports participation, 
smoking, friendship formation).
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The kinesthetic-aftereffect scores for the first session were significantly related 
to the index (r = −.36, p < .02), as predicted, but the scores for the six subsequent 
sessions were not. Neither of the components of the kinesthetic-aftereffect score—
preinduction and postinduction—were related to the index for any session. However, 
it is noteworthy that scores for subsequent sessions, made up from the preinduction 
score for the first session and the postinduction score for the subsequent session, 
were consistently related to the index. Baker et al. (1976) ended their article on a 
note of confidence, convinced that the kinesthetic-aftereffect task elicits personality 
differences in an augmenter-reducer dimension relevant to the manner in which 
external stimulation is sought and handled.

Nevertheless, in the very next year, an article by Herzog and Weintraub (1977) 
reported that an exact replication of the Baker et  al. (1976) study found no link 
between the kinesthetic aftereffect and the personality behavior index. Herzog and 
Weintraub did, however, acknowledge the emergence of a reliable augmenter-
reducer dimension. Disinclined to let the issue rest with so sharp a divergence from 
the Baker et al. study findings about the association between the kinesthetic afteref-
fect and the index, Herzog and Weintraub (1982) undertook a further replication. A 
slight procedural modification was introduced. Having failed to replicate the Baker 
et al. study with a wide inducing block, they chose to try a narrow inducing block 
for the first kinesthetic-aftereffect session and alternated the wide and narrow induc-
ing blocks across subsequent sessions. Again, the results were negative, with the 
authors concluding that “we are unable to document any relationship between 
induction measures derived by the traditional kinesthetic-aftereffect procedure and 
questionnaire-derived personality measures” (Herzog and Weintraub 1982, p. 737).

Refusing to abandon the topic, Herzog et al. (1985) judged a final effort worth-
while if optimal procedures, identified in previous research, were applied. 
Accordingly, they employed the Petrie (1967) procedure (with the 45-minute initial 
rest period) that had previously generated exceptionally high reliabilities. They also 
selected the wide inducing block that had almost always been used whenever sig-
nificant correlations with personality variables were obtained. In addition to the 
standard difference-score, Herzog et  al. computed a residual change-score, “the 
deviation from the linear regression of post-induction scores on pre-induction 
scores” (p. 1342). In regard to the personality-behavior variables, a battery of mea-
sures was employed: a new 45-item questionnaire with two factor scales; the 
personality-behavior index used by Baker et al. (1976) and Herzog and Weintraub 
(1977, 1982); and several behavioral measures. Only those personality-behavior 
variables that had satisfactory internal-consistency reliability and at least two sig-
nificant correlations with each other were retained for further analyses. All of these 
measurement and methodological precautions paid off in the demonstration that the 
kinesthetic aftereffect is indeed related to personality and behavior. Reducers (espe-
cially women) were significantly higher on the factor subscale Need for Sensory 
Stimulation, whose items have much in common with those on Zuckerman’s (1994) 
sensation-seeking instruments. Consistent with earlier findings by Petrie et  al. 
(1958) and Ryan and Foster (1967), reducers claimed to be more tolerant of cold 
temperatures and pain.
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In sum, Herzog et al. (1985) have shown that the Petrie (1967) induction proce-
dure generates reliable kinesthetic-aftereffect scores that correlate in the theoreti-
cally expected direction with reliable measures of personality and behavior. It is 
testimony to the importance of reliability when attempting to demonstrate the con-
struct validity of a conceptually derived variable. However, a major disadvantage of 
the Petrie procedure must be acknowledged—an hour of individual administra-
tion—that is likely to limit the incentive of investigators to pursue further research 
with the procedure. It is hardly surprising then that research on the personality 
implications of the kinesthetic aftereffect essentially ended with the Herzog et al. 
investigation.

Virtually all of the research on the kinesthetic aftereffect-personality relationship 
has been interindividual (trait based). Baker et al. (1979) can be credited with one 
of the very few studies to explore intraindividual (state-based) variation. Baker et al. 
sought to determine whether the menstrual cycle influences kinesthetic-aftereffect. 
On the basis of evidence that maximal pain occurs at the beginning and end of the 
cycle, Baker et al. predicted greater kinesthetic aftereffect reduction (a larger after-
effect), “damping down of subjective intensity of incoming stimulation” (p. 236) at 
those points in the cycle and hence a curvilinear relationship between the kines-
thetic aftereffect and locus in the menstrual cycle. Employing three samples of 
college-age women, quadratic-trend analysis yielded a significant curvilinear effect. 
The effect remained statistically significant when controlling for possible confound-
ing variables—tiredness, oral contraceptive use, use of drugs or medication. 
Untested is the possibility of social-expectancy effects, participants at or near men-
ses doing more poorly on the kinesthetic-aftereffect task simply because they 
believe women do poorly then. But, as Baker et al. observed, it is difficult to con-
ceive of such effects in so unfamiliar a domain as the kinesthetic aftereffect.

Did personality research related to the kinesthetic aftereffect disappear from the 
psychological scene following the definitive Herzog et  al. (1985) study? Not 
entirely, for the personality questionnaire used to validate the kinesthetic aftereffect 
became the primary instrument for assessing the augmenter-reducer dimension ini-
tially made operational in the kinesthetic-aftereffect laboratory tasks. A prime 
example of this change is represented by the Larsen and Zarate (1991) study. The 
45-item questionnaire developed by Herzog et al. shifted from dependent to inde-
pendent variable and was used to compare reducers’ and augmenters’ reactions to 
taking part in a boring and monotonous task. Compared to augmenters, reducers 
described the task as more aversive and were less likely to repeat it. Further, reduc-
ers, relative to augmenters, exhibited more novelty seeking and sensation seeking in 
their day-to-day activities.

Despite its promise, the augmenter-reducer construct seems to have vanished 
from the contemporary personality scene. Thus, it is absent from the index of the 
latest edition of the Handbook of Personality (John et al. 2008). The disappearance 
readily lends itself to speculation and a possible explanation. When there is a senior, 
prestigious psychologist advancing a construct whose predictions are highly similar 
to a construct advanced by younger psychologists of lesser reputation, the former’s 
construct is likely to win out. Consider the theory of extraversion-introversion 
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developed by Eysenck (e.g., Eysenck and Eysenck 1985). Under quiet and calm 
conditions, extraverts and introverts are presumed to be equally aroused. But when 
external stimulation becomes excessive—bright lights, loud noises, crowds—intro-
verts choose to withdraw so as to return to what for them is optimal stimulation. 
Extraverts, by contrast, need that kind of excitement to arrive at what for them is 
optimal stimulation. It is readily apparent that the more recent introversion-
extraversion construct is virtually indistinguishable from the earlier augmenter-
reducer construct. Given the central role of the introversion-extraversion concept in 
personality-trait theory and the similarity in the two constructs’ theoretical links 
with personality, it is no surprise that the augmenter-reducer construct has faded 
away.

14.5  �Conclusion

The conclusions about ETS research in cognitive, personality, and social psychol-
ogy in the companion chapter (Stricker, Chap. 13, this volume) apply equally to the 
work described here: the remarkable breadth of the research in terms of the span of 
topics addressed (kinesthetic aftereffect to risk taking), the scope of the methods 
used (experiments, correlational studies, multivariate analyses), and the range of 
populations studied (young children, college and graduate students in the United 
States and Europe, the general public); its major impact on the field of psychology; 
and its focus on basic research.

Another conclusion can also be drawn from this work: ETS was a major center 
for research in creativity, cognitive styles, and risk taking in the 1960s and 1970s, a 
likely product of the fortunate juxtaposition of a supportive institutional environ-
ment, ample internal and external funding, and a talented and dedicated research 
staff.
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Chapter 15
Research on Developmental Psychology

Nathan Kogan, Lawrence J. Stricker, Michael Lewis, 
and Jeanne Brooks-Gunn

Developmental psychology was a major area of research at ETS from the late 1960s 
to the early 1990s, a natural extension of the work in cognitive, personality, and 
social psychology that had begun shortly after the organization’s founding in 1947, 
consistent with Henry Chauncey’s vision of investigating intellectual and personal 
qualities (see Stricker, Chap. 13, this volume). For a full understanding of these 
qualities, it is essential to know how they emerge and evolve. Hence the work in 
developmental psychology complemented the efforts already under way in other 
fields of psychology.

A great deal of the research in developmental psychology was conducted at 
ETS’s Turnbull Hall in the Infant Laboratory, equipped with physiological record-
ing equipment and observation rooms (e.g., Lewis 1974), and in a full-fledged 
Montessori school outfitted with video cameras (e.g., Copple et al. 1984). Hence, as 
Lewis (n.d.) recalled, the building “had sounds of infants crying and preschool chil-
dren laughing” (p. 4). Other research was done in homes, schools, and hospitals, 
including a multisite longitudinal study of Head Start participants (e.g., Brooks-
Gunn et al. 1989; Laosa 1984; Shipman 1972).

A handful of investigators directed most of the research, each carrying out a dis-
tinct program of extensive and influential work. This chapter covers research by 
Irving Sigel, on representational competence; Luis Laosa, on parental influences, 
migration, and measurement; Michael Lewis, on cognitive, personality, and social 
development of infants and young children; and Jeanne Brooks-Gunn, on cognitive, 

N. Kogan • L.J. Stricker (*) 
Educational Testing Service, Princeton, NJ, USA
e-mail: lstricker@ets.org 

M. Lewis 
Rutgers Robert Wood Johnson Medical School, New Brunswick, NJ, USA 

J. Brooks-Gunn 
Columbia University, New York, NY, USA

mailto:lstricker@ets.org


454

personality, and social development from infancy to adolescence. Other important 
research was conducted by Gordon Hale (e.g., Hale and Alderman 1978), on atten-
tion; Walter Emmerich (e.g., Emmerich 1968, 1982), on sex roles and personality 
development; and Nathan Kogan (e.g., Wallach and Kogan 1965) and William Ward 
(e.g., Ward 1968), on creativity. (The Kogan and Ward research is included in Kogan, 
Chap. 14, this volume.) In the present chapter, Kogan describes Sigel’s research, and 
Stricker takes up Laosa’s; Lewis and Brooks-Gunn discuss their own work.

15.1  �Representational Competence and Psychological 
Distance

Representational competence was the focus of Sigel’s research program. Roughly 
defined by Sigel and Saunders (1983), representational competence is the ability to 
transcend immediate stimulation and to remember relevant past events and project 
future possibilities. Also indicative of representational competence in preschoolers 
was the understanding of equivalence in symbol systems, whereby an object could 
be rendered three-dimensionally in pictorial form and in words.

The level of a child’s representational competence was attributed in large part to 
parental beliefs and communicative behaviors and to family constellation (number 
of children and their birth order and spacing). Earlier research by Sigel and collabo-
rators emphasized ethnicity and socioeconomic status (SES; see Kogan 1976). SES 
was retained in many of the ETS studies in addition to a contrast between typical 
children and those with communicative–language disabilities.

A conceptual model of the Sigel team’s research approach is presented in a chap-
ter by McGillicuddy-DeLisi et al. (1979): Mothers’ and fathers’ backgrounds deter-
mined their parental belief systems. Belief systems, in turn, influenced parental 
communication strategies, which then accounted for the child’s level of cognitive 
development. It was a nonrecursive model, the child’s developmental progress (rela-
tive to his or her age) feeding back to alter the parental belief systems. In terms of 
research design, then, parental background was the independent variable, parental 
belief systems and child-directed communicative behavior were mediating vari-
ables, and children’s representational competence was the dependent variable. The 
full model was not implemented in every study, and other relevant variables were 
not included in the model. In most studies, family constellation (e.g., spacing and 
number of children), SES, the nature of the parent–child interaction task, the child’s 
communicative status (with or without language disability), and the gender of the 
parent and child were shown to yield main or interaction effects on the child’s rep-
resentational competence.

In the view of Sigel and his associates, the critical component of parental teach-
ing behavior was distancing (Sigel 1993). Parental teachings could reflect high- or 
low-level distancing. Thus, in a teaching context, asking the child to label an object 
was an example of low-level distancing, for the child’s response was constrained to 

N. Kogan et al.



455

a single option with no higher-thinking processes invoked in the answer. By con-
trast, asking the child to consider possible uses of an object was an example of high-
level distancing, for the child was forced to go beyond the overt stimulus properties 
of the object to adopt new perspectives toward it. In brief, the concept of distancing, 
as reflected in parental teaching behavior, referred to the degree of constraint versus 
openness that the parent imposed on the child. Sigel’s principal hypothesis was that 
higher-level distancing in child-directed communication by an adult would be asso-
ciated with greater representational competence for that child. Correspondingly, 
low-level distancing by an adult would inhibit the development of a child’s repre-
sentational competence.

An additional feature of Sigel’s research program concerned the nature of the 
task in the parent–child interaction. Two tasks were selected of a distinctively dif-
ferent character. For the storytelling task, age-appropriate edited versions of chil-
dren’s books were used, with parents instructed to go through a story as they 
typically would do at home. The other task required paper folding, with the parent 
required to teach the child to make a boat or a plane.

15.1.1  �Influence of Parental Beliefs and Behavior 
on Representational Competence

Having outlined the conceptual underpinning of Sigel’s research program along 
with the nature of the variables selected and the research designs employed, we can 
now proceed to describe specific studies in greater detail. We begin with a study of 
120 families in which the target child was 4 years of age (McGillicuddy-DeLisi 
1982; Sigel 1982). Family variables included SES (middle vs. working class) and 
single-child versus three-child families. For the three-child families, there was vari-
ation in the age discrepancy between the first and second sibling (more than 3 years 
apart vs. less than 3 years apart), with the restriction that siblings be of the same sex. 
Each mother and father performed the storytelling and paper-folding tasks with 
their 4-year-old child. Proper controls were employed for order of task presenta-
tions. A total of 800 parent and child observations were coded by six raters with 
satisfactory interrater reliability.

The presentation of the research was divided into two parts, corresponding to the 
portion of the analytic model under investigation. In the first part (McGillicuddy-
DeLisi 1982), the influence of the demographic variables, SES and family constel-
lation, on parental beliefs was examined, and in turn the influence of parental beliefs 
for their prediction of overt parental behaviors in a teaching situation was explored. 
The second part, the child’s representational competence, was treated separately in 
the Sigel (1982) chapter. Note that the assessment of beliefs was focused exclu-
sively on the parents’ views of how a preschool child acquired concepts and abili-
ties, hence making such beliefs relevant to the parental strategies employed in 
facilitating the child’s performance in a teaching context.
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Parental beliefs were assessed in an interview based on 12 vignettes involving a 
4-year-old and a mother or father. The interviewer asked the parent whether the 
child in the vignette had the necessary concepts or abilities to handle the problem 
being posed. Further inquiry focused more generally on parents’ views of how chil-
dren acquire concepts and abilities. Analysis of these data yielded 26 parental belief 
variables that were reliably scored by three coders. ANOVA was then employed to 
determine the influence of SES, family constellation, gender of child, and gender of 
parent on each of the 26 belief variables. Beliefs were found to vary more as a func-
tion of SES and family constellation than of gender of parent or child. More specifi-
cally, parents of three children had views of child development that differed 
substantially from those of single-child parents. For the parents of three children, 
development involved attributes more internal to the child (e.g., reference to self-
regulation and impulsivity) as opposed to greater emphasis on external attributes 
(e.g., direct instruction) in single-child parents. The results as a whole constituted an 
intriguing mosaic, but they were post hoc in the absence of predictions derived from 
a theoretical framework. Of course, the exploratory nature of such research reflected 
the dearth at that time of theoretical development in the study of child-directed 
parental beliefs and behaviors.

Consider next the observed relationships between parental beliefs and teaching 
behaviors. Having shown that SES and family constellation influenced parental 
beliefs, the question of interest was whether such beliefs provided useful informa-
tion about parents’ teaching behaviors beyond what might be predicted from SES 
and family constellation. To answer the question, stepwise regressions were carried 
out with SES and family constellation entered into the analysis first, followed by the 
belief variables. Separate regressions—four in all—were conducted for mothers’ 
and fathers’ performance on the storytelling and paper-folding tasks, the dependent 
variables.

Demonstration of belief effects on teaching behaviors would require that multi-
ple correlations show significant increments in magnitude when beliefs were entered 
into the regression analysis. Such increments were observed in all four regressions, 
indicating that parents’ beliefs about their children’s competencies were predictive 
of the way they went about teaching their children on selected tasks. Noteworthy is 
the evidence that the significant beliefs varied across the two tasks and that this 
variation was greater for mothers than for fathers. In other words, mothers appeared 
to be more sensitive to the properties of the task facing the child, whereas fathers 
appeared to have internalized a set of beliefs generally applied to different kinds of 
tasks. Mothers would seem to have a more differentiated view of their children’s 
competencies and hence were more attuned to the nature of the task than were 
fathers.

Thus far, we have considered the relations among family demographics, parental 
beliefs, and teaching strategies. The missing link, the child’s cognitive performance, 
was examined in the Sigel (1982) chapter, where it was specifically related to paren-
tal teaching behaviors. The child’s responses to the storytelling and paper-folding 
tasks were considered (e.g., extent of engagement and problem solutions), as was 
the child’s performance on tasks independent of parental instructions. These latter 
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tasks included Piagetian conservation and imagery assessments and the Sigel Object 
Categorization Task (Sigel and Olmsted 1970). The major hypothesis was that the 
parents’ uses of distancing strategies in their teaching behaviors would be associ-
ated with enhanced cognitive performances in their children—representational 
competence.

To address this hypothesis, stepwise regressions were analyzed. The results con-
firmed the basic hypothesis linking parental child-directed distancing to the child’s 
representational competence. This general observation, however, conceals the spec-
ificity of the effects. Thus mothers and fathers employed different teaching strate-
gies, and these strategies, in turn, varied across the storytelling and paper-folding 
tasks. Of special interest are those analyses in which the mothers’ and fathers’ 
teaching behaviors were entered into the same regression equation. Doing so in 
sequence often pointed to the complementarity of parental influences. In concrete 
terms, the multiple correlations sometimes demonstrated significant enhancements 
when both parents’ teaching strategies entered into the analysis compared to the 
outcome for the parents considered separately. This result implied that the children 
could intellectually profit from the different, but complementary, teaching strategies 
of mothers and fathers.

15.1.2  �Impact of a Communicative Disability

Sigel and McGillicuddy-DeLisi (1984) were able to recruit families who had a child 
with a communicative disability (CD), making it possible to compare such families 
with those where the child was not communicatively disabled (non-CD). It was pos-
sible to match the CD and non-CD children on SES, family size, gender, age, and 
birth order. Again, mothers’ and fathers’ distancing behaviors were examined in the 
task context of storytelling and paper folding.

In the case of the child’s intellectual ability, assessed by the Wechsler Preschool 
and Primary School Scale of Intelligence (WPPSI; Wechsler 1949b), parental 
effects were largely confined to the CD sample. Low parental distancing strategies 
were tightly associated with lower WPPSI scores. Of course, we must allow for the 
possibility that the parent was adjusting his or her distancing level to the perceived 
cognitive ability of the child. In contrast, the child’s representational competence, as 
defined by the assessments previously described in Sigel (1982), was linked with 
parental distancing behaviors in both CD and non-CD samples, with the magnitude 
of the relationship somewhat higher in the CD sample.

Of course, these associations could not address the causality question: The par-
ent might be affecting the child or reacting to the child or, more likely, the influence 
was proceeding in both directions. Sigel and McGillicuddy-DeLisi (1984) argued 
that low-level distancing strategies by parents discouraged active thinking in the 
child; hence it was no surprise that such children did not perform well on represen-
tational tasks that required such thinking. They were optimistic about CD children, 
for high-level parental distancing seemed to encourage the kind of representational 
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thinking that could partially compensate for their communicative disabilities (Sigel 
1986).

15.1.3  �Belief-Behavior Connection

Working with a subsample of the non-CD families described in the previous section, 
Sigel (1992) plunged into the controversial issue of the linkage between an indi-
vidual’s beliefs and actual behavior instantiating those beliefs. He also developed a 
measure of behavioral intentions—a possible mediator of the belief–behavior con-
nection. Although the focus was naturally on parental beliefs and behaviors, similar 
work in social psychology on the belief and behavior connection (e.g., Ajzen and 
Fishbein 1977), where major advances in theory and research had occurred, was not 
considered.

Three categories of variables were involved: (a) parents’ beliefs about how chil-
dren acquired knowledge in four distinct domains (physical, social, moral, and self); 
(b) the strategies that parents claimed they would use to facilitate the children’s 
acquisition of knowledge in those domains; and (c) the behavioral strategies 
employed by the parents in a teaching context with their children. The first two 
categories were assessed with a series of vignettes. Thus, in the vignette for the 
physical domain, the child asks the parent how to use a yardstick to measure the 
capacity of their bathtub. The parents’ view about how children learn about mea-
surement constituted the belief measure; the parents’ statements about how they 
would help their child learn about measurement constituted the self-referent strat-
egy measure. For the third category, the parents taught their child how to tie knots, 
and the strategies employed in doing so were observed. Note that the knots task 
involved different content than was used in the vignettes.

Parental beliefs regarding children’s learning were categorized as emphasizing 
cognitive processing (e.g., children figuring out things on their own) or direct 
instruction (e.g., children learning from being told things by adults). Parental 
intended teaching strategies were classified as distancing, rational authoritative 
(e.g., parent gives reasons with commands), or direct authoritative (e.g., parent 
offers statement or rule without rationale). Parental behavioral strategies were 
scored for high-level versus low-level distancing.

The three variable classes—parental beliefs, parental intended teaching strate-
gies, and parental behavioral strategies—were intercorrelated. Substantial relation-
ships were observed between parental beliefs about learning (cognitive processing 
vs. direct instruction) and the strategies the parent intended to employ. As antici-
pated, cognitive processing was associated with distancing strategies, and direct 
instruction was linked to authoritative strategies. Of course, both the beliefs and 
self-referent strategies were derived from the same vignettes used in the parental 
interview, suggesting the likely influence of method variance on the correlational 
outcomes. When the foregoing variables were related to the parents’ behavioral 
strategies in teaching the knots task, the magnitude of the correlations dropped 
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precipitously, though the marginally significant correlations were in the predicted 
direction. Sigel (1992) attributed the correlational decline to variation across 
domains. Thus the belief–strategy linkages were not constant across physical, 
social, and moral problems. Aggregation across these domains could not be justi-
fied. Obviously, the shifting task content and context were also responsible for the 
absence of anticipated linkages. Conceivably, an analytic procedure in which par-
ents’ intended strategies were cast as mediators between their beliefs and their 
behavioral strategies would have yielded further enlightenment.

15.1.4  �Collaborative Research

The large majority of Sigel’s publications were either solely authored by him or 
coauthored with former or present members of his staff at ETS. A small number of 
papers, however, were coauthored with two other investigators, Anthony Pellegrini 
and Gene Brody, at the University of Georgia. These publications are of particular 
interest because they cast Sigel’s research paradigm within a different theoretical 
framework, that of Vygotsky (1978), and they introduced a new independent vari-
able into the paradigm, marital quality.

In the case of marital quality, Brody et al. (1986) raised the possibility that the 
quality of the marital relationship would influence mothers’ and fathers’ interac-
tions with their elementary-school age children. More specifically, Brody et  al., 
leaning on clinical reports, examined the assumption that marital distress would 
lead to compensatory behaviors by the parents when they interact with their chil-
dren in a teaching context. Also under examination was the possibility that mothers 
and fathers would employ different teaching strategies when interacting with the 
children, with the nature of such differences possibly contingent on the levels of 
marital distress.

Again, storytelling and paper-folding tasks were used with the mothers and 
fathers. Level of marital distress was assessed by the Scale of Marriage Problems 
(Swenson and Fiore 1975), and a median split was used to divide the sample into 
distressed and nondistressed subgroups. Observation of parental teaching strategies 
and the child’s responsiveness was accomplished with an event-recording procedure 
(Sigel et al. 1977) that yielded interrater reliability coefficients exceeding .75 for 
each of the eight behaviors coded. ANOVAs produced significant Marital Problems × 
Parent interactions for seven of the eight behavioral indices. Nondistressed mothers 
and fathers did not differ on any of the behavioral indices. By contrast, distressed 
mothers and fathers differed in their teaching strategies, the mothers’ strategies 
being more effective: more questions, feedback, and suggestions and fewer attempts 
to take over the child’s problem-solving efforts.

Fathers in the distressed group “behave in a more intrusive manner with their 
school-aged children, doing tasks for them rather than allowing them to discover 
their own solutions and displaying fewer positive emotions in response to their chil-
dren’s learning attempts” (p.  295). Mothers in distressed marriages, by contrast, 
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responded with more effective teaching behaviors, inducing more responsive behav-
ior from their children. Hence the hypothesis of compensatory maternal behaviors 
in a distressed marriage was supported. The psychological basis for such compensa-
tion, however, remained conjectural, with the strong likelihood that mothers were 
compensating for perceived less-than-satisfactory parenting by their husbands. 
Finally, Brody et al. (1986) offered the caveat that the outcomes could not be gener-
alized to parents with more meager educational and economic resources than char-
acterized the well-educated parents employed in their study.

In two additional studies (Pellegrini et al. 1985, 1986), the Sigel research para-
digm was applied, but interpretation of the results leaned heavily on Vygotsky’s 
(1978) theory of the zone of proximal development. Pellegrini et al. (1985) studied 
parents’ book-reading behaviors with 4- and 5-year-old children. Families differed 
in whether their children were communicatively disabled. MANOVA was applied, 
with the parental interaction behavior as the dependent variable and age, CD vs. 
non-CD status, and parent (mother vs. father) as the independent variables. Only 
CD vs. non-CD status yielded a significant main effect. Parental behaviors were 
more directive and less demanding with CD children. Furthermore, stepwise regres-
sion analysis examined the link between the parental interaction variables and 
WPPSI verbal IQ. For non-CD children, high cognitive demand was significantly 
associated with higher IQ levels; for CD children, the strongest positive predictor of 
IQ was the less demanding strategy of verbal/emotional support.

In general, parents seemed to adjust the cognitive demands of their teaching 
strategies to the level of the children’s communicative competences. In Vygotskyan 
terms, parents operated within the child’s zone of proximal development. Other 
evidence indicated that parents engaged in scaffolding to enhance their children’s 
cognitive–linguistic performances. Thus parents of non-CD children manifested 
more conversational turns in a presumed effort to elicit more language from their 
children. Similarly, more parental paraphrasing with non-CD children encouraged 
departures from the literal text, thereby fostering greater depth of interaction 
between parent and child. In sum, parental scaffolding of their children’s task-
oriented behavior activated the potential for children to advance toward more inde-
pendent problem solving as outlined in Vygotsky’s theory.

We turn, finally, to the second study (Pellegrini et  al. 1986) influenced by 
Vygotsky’s theory. The research paradigm was similar to studies previously 
described. Again, gender of parent, children’s CD vs. non-CD status, and the tasks 
of book reading and paper folding constituted the independent variables, and the 
teaching strategies of the parents comprised the dependent variables. In addition, 
the extent of task engagement by the child was also examined. MANOVA was 
employed, and it yielded a significant main effect for the child’s communicative 
status and for its interaction with the task variable. ANOVAs applied to the separate 
teaching variables indicated that (a) parents were more directive and less demand-
ing with CD children than with non-CD children; (b) parents were more demanding, 
gave less emotional support, and asked fewer questions with the paper-folding task 
than with the book-reading task; and (c) communicative status and task variable 
interacted: A CD versus non-CD difference occurred only for the book-reading task, 
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with parents of CD children asking more questions and making lower cognitive 
demands.

The teaching strategy measures were factor analyzed, and the resulting four 
orthogonal factors became the predictor variables in a regression analysis with chil-
dren’s rated task engagement as the criterion variable. For the paper-folding task, 
parents of both CD and non-CD children used high-demand strategies to keep their 
children engaged. For the book-reading task, parents of CD and non-CD children 
differed, with the CD parents using less demanding strategies and the non-CD par-
ents using more demanding ones.

Pellegrini et al. (1986) had shown how ultimate problem-solving outcomes are of 
less significance than the processes by which such outcomes are achieved. Adult 
guidance is the key, with non-CD children requiring considerably less of it to remain 
engaged with the task than was the case for CD children. Hence the children’s com-
petence levels alert the parents to how demanding their teaching strategies should 
be. Pellegrini et al. further recommended the exploration of the sequence of parental 
teaching strategies, as parents found it necessary on occasion to switch from more 
demanding to less demanding strategies when the child encountered difficulty (see 
Wertsch et al. 1980). In sum, the findings strongly support the Vygotsky model of 
parents teaching children through the zone of proximal development and the adjust-
ment of parental teaching consistent with the competence level of their children.

15.1.5  �Practice

An important feature of Sigel’s research program was linking research to practice 
(Renninger 2007). As Sigel (2006) noted,

efforts to apply research to practice require acknowledging the inherent tensions of trying 
to validate theory and research in practical settings. They require stretching and/or adapting 
the root metaphors in which we have been trained so that collaborations between research-
ers and practitioners are the basis of research and any application of research to practice. 
(p. 1022)

The research on representational competence and psychological distance has had 
widespread impact, notably for early childhood education (Hyson et al. 2006) and 
cognitive behavior therapy (Beck 1967).

15.2  Parental Influences, Migration, and Measurement

Laosa’s empirical work and his position papers spanned the psychological develop-
ment of children, particularly Hispanics. His methodological contributions included 
test theory, especially as it relates to the assessment of minority children, and a 
standardized measure of parental teaching strategies. The major foci of Laosa’s 
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work to be considered here are parental influences on children’s development, the 
consequences of migration for their adjustment and growth, and the measurement of 
their ability.

15.2.1  �Parental Influences

Parental influence on children’s intellectual development has been a topic of long-
standing interest to developmental psychologists (e.g., Clarke-Stewart 1977). A par-
ticular concern in Laosa’s work was Hispanic children, given the gap in their 
academic achievement. His early research concerned maternal teaching. Unlike 
much of the previous work in that area, Laosa made direct observations of the moth-
ers teaching their children, instead of relying on mothers’ self-reports about interac-
tions with their children, and distinguished between two likely SES determinants of 
their teaching: education and occupation. In a study of Hispanic mother–child dyads 
(Laosa 1978), mother’s education correlated positively with praising and asking 
questions during the teaching and correlated negatively with modeling (i.e., the 
mother working on the learning task herself while the child observes). However, 
mother’s occupation did not correlate with any of the teaching variables, and neither 
did father’s occupation. Laosa speculated that the education-linked differences in 
teaching strategies account for the relationship between mothers’ education and 
their children’s intellectual development found in other research (e.g., Bradley et al. 
1977). Subsequently, Laosa (1980b) also suggested that the more highly educated 
mothers imitate how they were taught in school.

In a follow-up study of Hispanic and non-Hispanic White mother–child dyads 
(Laosa 1980b), the two groups differed on most of the teaching variables. Non-
Hispanic White mothers praised and asked questions more, and Hispanic mothers 
modeled, gave visual cues, directed, and punished or restrained more. However, 
when mothers’ education was statistically controlled, the differences between the 
groups disappeared; controlling for mothers’ or fathers’ occupation did not reduce 
the differences.

In a third study, with the Hispanic mother–child dyads (Laosa 1980a), mother’s 
field independence, assessed by the Embedded Figure Test (Witkin et al. 1971) and 
WAIS Block Design (Wechsler 1955), correlated positively with mother’s asking 
questions and praising, and correlated negatively with mother’s modeling. The cor-
relations were reduced, but their pattern was similar when mother’s education was 
statistically controlled. Laosa suggested that asking questions and praising are self-
discovery approaches to learning that reflect field independence, whereas modeling 
is a concrete approach that reflects field dependence; hence mothers were using 
strategies that foster their own cognitive style in their children. Mother’s teaching 
strategies, in fact, correlated modestly but inconsistently with the children’s field 
independence, as measured by the Children’s Embedded Figures Test (Witkin et al. 
1971), WISC Block Design (Wechsler 1949a), and Human Figure Drawing (Harris 
1963), another measure of field independence. Most of the teaching strategies had 
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scattered correlations with the Children’s Embedded Figures Test and Block Design: 
positive correlations with asking questions and praising (field-independent strate-
gies) and negative correlations with modeling, punishing or restraining, and giving 
visual cues (field-dependent strategies).

In Laosa’s later research, a recurring topic was the impact of parents’ education 
on their children’s intellectual development; this line of work was presumably moti-
vated by the influence of education in his maternal-teaching studies. Laosa (1982b) 
viewed parental education as impacting the parent–child interaction and presented 
a conceptual model of this interaction as the mediator between parent education and 
the child’s development. He reported further analyses of the samples of Hispanic 
and non-Hispanic White mother–child dyads.

In one analysis, non-Hispanic White mothers and fathers read to their children 
more than did Hispanic parents. When parents’ education was statistically con-
trolled, the group difference disappeared, but controlling for parents’ occupation 
did not reduce it. In addition, non-Hispanic mothers had higher realistic educational 
aspirations for their children (“realistically, how much education do you think your 
child will receive?”); this difference also disappeared when mothers’ education was 
controlled but not when their occupation was controlled.

In another analysis, mother’s education correlated positively in both the Hispanic 
and non-Hispanic White groups with mother’s reading to the child, but father’s edu-
cation was uncorrelated with father’s reading to the child in either group. Parent’s 
occupation did not correlate with reading in the two groups. In both groups, moth-
er’s education also correlated positively with mother’s educational aspirations for 
the child, but mother’s occupation was uncorrelated.

Also, in an analysis of the Hispanic group, mother’s education correlated posi-
tively with the child’s ability to read or write before kindergarten, though father’s 
education was uncorrelated. Parent’s occupation was also uncorrelated with liter-
acy. In addition, parent’s education correlated positively with their use of English 
with the child; parent’s occupation also correlated positively but weakly with 
English use.

Laosa argued that the set of findings, in total, suggests that the lower educational 
level of Hispanic parents produced a discontinuity between their children’s home 
and school environments that adversely affected academic achievement.

He explored the consequences of these parental influences on the test perfor-
mance of 3-year-olds in two studies. In the first study (Laosa 1982a), which targeted 
non-Hispanic White children, a path analysis was employed to assess the relation-
ships, direct and indirect, between a host of family influences (e.g., mother’s educa-
tion and occupation, mother’s reading to the child, nonparents in the household 
reading to the child, mother’s teaching strategies) and performance on the Preschool 
Inventory (Caldwell 1970), a test of verbal, quantitative, and perceptual-motor skills 
for kindergarten children. A Mother’s Socioeducational Values factor (defined by 
mother’s education and occupation and mother’s reading to child) was the strongest 
determinant of test performance. Less powerful determinants included nonparents 
in the household (probably older siblings) reading to the child and mother’s use of 
modeling in teaching. Laosa highlighted two important and unanticipated findings: 
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the apparent influence of siblings and the substantial and positive influence of mod-
eling, contrary to the conventional wisdom that verbal teaching strategies, such as 
asking questions, are superior to nonverbal ones, such as modeling.

In the second study (Laosa 1984) of Hispanic and non-Hispanic White children, 
the groups differed in their means on three of the five scales of the McCarthy Scales 
of Children’s Abilities (McCarthy 1972): Verbal, Quantitative, and Memory. When 
a Sib Structure/Size factor (later-born child, many siblings) was statistically con-
trolled, the group differences were unaffected. But when either a Language factor 
(mother uses English with child, child uses English with mother) or an SES factor 
(parents’ education, father’s occupation, household income) was controlled, the dif-
ferences were reduced; when both factors were controlled, the differences were 
eliminated. The findings led Laosa to conclude that these early ethnic-group differ-
ences in ability were explainable by differences in SES and English-language usage.

15.2.2  �Migration

In a series of white papers, Laosa reviewed and synthesized the extant research lit-
erature on the consequences of migration for children’s adjustment and develop-
ment, particularly Hispanic children, and laid out the salient issues (Laosa 1990, 
1997, 1999). One theme was the need for—and the absence of—a developmental 
perspective in studying migration: “what develops, and when, how, and why it 
develops” (Laosa 1999, p. 370). The pioneering nature of this effort is underscored 
by the observation almost two decades later that migration is neglected by develop-
mental psychology (Suárez-Orozco and Carhill 2008; Suárez-Orozco et al. 2008).

In a 1990 paper, Laosa proposed a multivariate, conceptual model that described 
the determinants of the adaptation of Hispanic immigrant children to the new soci-
ety. Key features of the model were the inclusion of variables antedating immigra-
tion (e.g., sending community), moderator variables (e.g., receiving community), 
and mediating variables (e.g., child’s perceptions and expectations) between the 
stresses of immigration and the outcomes.

In a complex, longitudinal survey of Puerto Rican migrants in New Jersey 
schools, Laosa (2001) found that the majority of the student body were Hispanic in 
46% of the schools and were native speakers of Spanish in 31%. Additionally, the 
majority of the student body was eligible for free lunch in 77% of the schools and 
was from families on public assistance in 46%. Laosa concluded that the migrants 
faced considerable segregation by ethnicity or race as well as considerable isolation 
by language in high-poverty schools, factors with adverse consequences for the 
students’ social and academic development.
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15.2.3  �Measurement

The measurement and evaluation of children’s ability and achievement, particularly 
the unbiased assessment of minority children, has long been beset by controversies 
(see Laosa 1977; Oakland and Laosa 1977). These controversies were sparked in 
the 1960s and 1970s by the Coleman report (Coleman et al. 1966), which suggested 
that average differences in the academic performance of Black and White students 
are more affected by their home background than by their schools’ resources, and 
by Jensen’s (1969) review of research bearing on genetic and environmental influ-
ences on intelligence. He concluded that genetics is a stronger influence, which 
many observers interpreted as suggesting that the well-established disparity between 
Black and White children in their average scores on intelligence tests is largely 
genetic in origin. The upshot was widespread concerns that these tests are biased 
and calls for banning their use in schools. These arguments were reignited by The 
Bell Curve (Herrnstein and Murray 1994), which concluded that intelligence is 
mainly heritable. As Laosa (1996) noted, “thus, like a refractory strain of retrovirus, 
the issues tend to remain latent and from time to time resurge brusquely onto the 
fore of public consciousness” (p. 155).

In a 1977 paper, Laosa summarized the earlier controversies and other criticisms 
of testing and discussed alternatives to current testing practices that had been devel-
oped in response. The alternatives included constructing “culture-fair” tests “whose 
content is equally ‘fair’ or ‘unfair’ to different cultural groups” (p. 14), translating 
tests from English, using norms for subgroups, adjusting scores for test takers with 
deprived backgrounds, devising tests for subgroups (e.g., the BITCH, a vocabulary 
test based on Black culture; Williams 1972), using criterion-based interpretations of 
scores (i.e., how well a student achieves a specific objective) instead of norm-based 
interpretations (i.e., how well he or she does on the test relative to others), employ-
ing tests of specific abilities rather than global measures like IQ, and making obser-
vations of actual behavior. Laosa cautioned that these alternatives may also be 
problematic and would need to be carefully evaluated.

In a companion piece, Laosa, joined by Thomas Oakland of the University of 
Texas, Austin (Oakland and Laosa 1977), provided a comprehensive account of 
standards for minority-group testing that had been formulated by professional orga-
nizations, the government, and the courts. They argued for the need to consider 
these standards in testing minority-group children.

Laosa (1982c), in a subsequent paper on measurement issues in the evaluation of 
educational programs, specifically Head Start, delineated the concept of population 
validity and its applicability to program evaluation. Population validity deals with 
the question, “Do the results yielded by a given assessment technique have the same 
meaning when administered to persons of different sociocultural backgrounds?” 
(p. 512). Laosa discussed threats to population validity: familiarity (performance is 
influenced by familiarity with the task), communication, role relations (performance 
is influenced by the test taker’s relationship with the tester), and situational (e.g., 
physical setting, people involved).
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In another paper, Laosa (1991) explicated the links between population validity, 
cultural diversity, and professional ethics. As an illustration, he described a study by 
Bradley et al. (1989) of children in three ethnic groups, Black, Hispanic, and non-
Hispanic White, matched on their HOME inventory (Caldwell and Bradley 1985) 
scores, a measure of the home environment. The HOME inventory scores correlated 
appreciably with performance on the Bayley Scales of Infant Development (Bayley 
1969) and the Stanford–Binet Intelligence Test (Terman and Merrill 1960) for the 
Black and non-Hispanic White children but not for the Hispanic children. Laosa 
suggested that this finding highlights the importance of evaluating test results sepa-
rately for different ethnic groups.

Laosa pointed out that population validity is a scientific concern in basic research 
and an ethical issue in applied work, given the inability to predict the results in dif-
ferent populations from the one studied. He also noted that when population differ-
ences are observed, two questions need to be answered. One, relevant to applied 
work, is, Which populations react differently? The other question, pertinent to sci-
entific research, but rarely asked, is, Why do they differ?

In his last paper on measurement issues, Laosa (1996), responding to The Bell 
Curve controversy, made several general points about test bias. One was that bias 
reflects the absence of population validity. He noted that this view accords with the 
Cole and Moss (1989) definition of bias: “Bias is differential validity of a given 
interpretation of a test score for any definable, relevant group of test takers” (p. 205).

Another point was that the definition of predictive bias in the then current third 
edition of the Standards for Educational and Psychological Testing (American 
Educational Research Association, American Psychological Association, & National 
Council on Measurement in Education 1985) is insufficient. According to the 
Standards, predictive bias is absent if “the predictive relationship of two groups 
being compared can be adequately described by a common algorithm (e.g., regres-
sion line)” (p.  12). Laosa took up the argument that intelligence tests cannot be 
considered to be unbiased simply because their predictions are equally accurate for 
different races or social classes, noting Campbell’s rejoinder that the same result 
would occur if the tests simply measured opportunity to learn (D.  T. Campbell, 
personal communication, May 18, 1995).

The last point was that the consequences of test use also need to be considered 
(Messick 1989). Laosa cited Linn’s (1989) example that requiring minimum high 
school grades and admissions test scores for college athletes to play during their 
freshman year can affect what courses minority athletes take in high school, whether 
they will attend college if they cannot play in their freshman year, and, ultimately, 
their education and employment.
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15.3  �Cognitive, Personality, and Social Development 
of Infants and Young Children

Lewis studied infant’s cognitive attention and language ability, infants’ and young 
children’s physiological responses during attention, and infants’ social and emo-
tional development. He also formulated theories of development as well as theories 
about the integration of children’s various competencies.

15.3.1  �Social Development

Social development was a major interest, in particular, the mother–child interaction 
and the role this interaction played in the child’s development. This work on social 
development revolved around four themes: (a) the mother–child relationship, (b) the 
growth of the child’s social knowledge, (c) social cognition or the nature of the 
social world, and (d) the social network of children.

For example, in a 1979 volume (Lewis and Rosenblum 1979), The Child and Its 
Family, Lewis challenged the idea that the child’s mother was the only important 
figure in the infant’s early life and showed that fathers and siblings, as well as grand-
parents and teachers, were also key influences. And in a 1975 volume, on peer 
friendship in the opening years of life (Lewis and Rosenblum 1975), Lewis disputed 
the Piagetian idea that children could not form and maintain friendships before the 
age of 4 years. The finding that infants are attracted to and enjoy the company of 
other infants and young children, and that they can learn from them through obser-
vation and imitation, helped open the field of infant daycare (Goldman and Lewis 
1976; Lewis 1982b; Lewis and Schaeffer 1981; Lewis et  al. 1975). Because the 
infant’s ability to form and maintain friends is important for the daycare context, 
where groups of infants are required to play together, this work also showed that the 
learning experience of young children and infants involved both direct and indirect 
interactions, such as modeling and imitation with their social world of peers, sib-
lings, and teachers (Feiring and Lewis 1978; Lewis and Feiring 1982). This infor-
mation also had an important consequence on hospital care; until this time, infants 
were kept far apart from each other in the belief that they could not appreciate or 
profit from the company of other children.

Another major theme of the research on social development involved infants’ 
social knowledge. In a series of papers, Lewis was able to show that infants could 
discriminate among human faces (Lewis 1969); that they were learning about their 
gender (Lewis and Brooks 1975); that they were showing sex-role-appropriate 
behaviors (Feiring and Lewis 1979; Goldberg and Lewis 1969; Lewis 1975a); that 
they were learning about how people look, for example, showing surprise at the 
appearance of a midget—a child’s height but an adult’s face (Brooks and Lewis 
1976); and that they were detecting the correspondence between particular faces 
and voices (McGurk and Lewis 1974). All of these results indicated that in the first 
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2 years, children were learning a great deal about their social worlds (Brooks-Gunn 
and Lewis 1981; Lewis 1981b; Lewis et al. 1971).

The most important aspect of this work on social development was the child’s 
development of a sense of itself, something now called consciousness, which occurs 
in the second and third years of life. In the Lewis and Brooks-Gunn (1979a) book 
on self-recognition, Social Cognition and the Acquisition of Self, Lewis described 
his mirror self-recognition test, a technique that has now been used across the world. 
Results with this test revealed that between 15 and 24 months of age, typically 
developing children come to recognize themselves in mirrors. He subsequently 
showed that this ability, the development of the idea of “me,” along with other cog-
nitive abilities gives rise to the complex emotions of empathy, embarrassment, and 
envy as well as the later self-conscious emotions of shame, guilt, and pride (Lewis 
and Brooks 1975; Lewis and Brooks-Gunn 1981b; Lewis and Michalson 1982b; 
Lewis and Rosenblum 1974b).

These ideas, an outgrowth of the work on self-recognition, led to Lewis’s interest 
in emotional development. They also resulted in a reinterpretation of the child’s 
need for others. While children’s attachment to their mothers was thought to be the 
most important relationship for the children, satisfying all of their needs, it became 
clear that others played an important role in children’s social and emotional lives. 
His empirical work on fathers (Lewis and Weinraub 1974) and peers (Lewis et al. 
1975) led to the formulation of a social network theory (Feiring and Lewis 1978; 
Lewis 1980; Lewis and Ban 1977; Lewis and Feiring 1979; Weinraub et al. 1977).

15.3.2  �Emotional Development

Lewis’s interest in social development and in consciousness led quite naturally to 
his research on emotional development, as already noted (Lewis 1973, 1977b, 1980; 
Lewis and Brooks 1974; Lewis et al. 1978; Lewis and Michalson 1982a, b; Lewis 
and Rosenblum 1978a, b). Two volumes framed this work on the development of 
emotional life (Lewis and Rosenblum 1974b, 1978b) and were the first published 
studies of emotional development. These early efforts were focused on the emotions 
of infants in the first year of life, including fear, anger, sadness, joy, and interest. To 
study emotional life, Lewis created experimental paradigms and devised a measure-
ment system. So, for example, paradigms were developed for peer play (Lewis et al. 
1975), social referencing (Feinman and Lewis 1983; Lewis and Feiring 1981), 
stranger approach (Lewis and Brooks-Gunn 1979a), mirror recognition (Lewis and 
Brooks-Gunn 1979a), and contingent learning (Freedle and Lewis 1970; Lewis and 
Starr 1979). A measurement system was created for observing infants’ and young 
children’s emotional behavior in a daycare situation that provided scales of emo-
tional development (Lewis and Michalson 1983). These scales have been used by 
both American and Italian researchers interested in the effects of daycare on emo-
tional life (Goldman and Lewis 1976).
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15.3.3  �Cognitive Development

Lewis’s interests in development also extended to the study of infants’ and chil-
dren’s cognitive development, including attentional processes, intelligence, and lan-
guage development (Dodd and Lewis 1969; Freedle and Lewis 1977; Hale and 
Lewis 1979; Lewis 1971b, 1973, 1975b, 1976a, b, 1977a, 1978a, 1981a, 1982a; 
Lewis and Baldini 1979; Lewis and Baumel 1970; Lewis and Cherry 1977; Lewis 
and Freedle 1977; Lewis and Rosenblum 1977; Lewis et al. 1969a, 1971; McGurk 
and Lewis 1974).

Lewis first demonstrated that the Bayley Scales of Infant Development (Bayley 
1969), which were—and still are—the most widely used test of infant intelligence, 
had no predictive ability up to 18 months of age (Lewis and McGurk 1973). In an 
effort to find an alternative, Lewis turned to research on infants’ attentional ability, 
which he had begun at the Fels Research Institute, and developed it further at 
ETS. This work used a habituation–dishabituation paradigm where the infant was 
presented with the same visual stimulus repeatedly and then, after some time, pre-
sented with a variation of that stimulus. Infants show boredom to the repeated event, 
or habituation, and when the new event is presented, the infants show recovery of 
their interest, or dishabituation (Kagan and Lewis 1965; Lewis et  al. 1967a, b). 
Infants’ interest was measured both by observing their looking behavior and by 
assessing changes in their heart rate (Lewis 1974; Lewis et al. 1966a, b; Lewis and 
Spaulding 1967). He discovered that the infants’ rate of habituation and degree of 
dishabituation were both related to their subsequent cognitive competence, in par-
ticular to their IQ. In fact, this test was more accurate than the Bayley in predicting 
subsequent IQ (Lewis and Brooks-Gunn 1981a, c; Lewis et  al. 1969; Lewis and 
McGurk 1973).

This research on attentional processes convinced Lewis of the usefulness of 
physiological measures, such as heart rate changes, in augmenting behavior obser-
vation, work which he also began at the Fels Research Institute and continued and 
expanded at ETS (Lewis 1971a, b, 1974; Lewis et al. 1969, 1970, 1978; Lewis and 
Taft 1982; Lewis and Wilson 1970; Sontag et al. 1969; Steele and Lewis 1968).

15.3.4  �Atypical Development

Lewis’s research on normal development, especially on attentional processes as a 
marker of central nervous system functioning, led to an interest in atypical develop-
mental processes and a program of research on children with disabilities (Brinker 
and Lewis 1982a, b; Brooks-Gunn and Lewis 1981, 1982a, b, c; Fox and Lewis 
1982a, b; Lewis 1971c; Lewis and Fox 1980; Lewis and Rosenblum 1981; Lewis 
and Taft 1982; Lewis and Wehren 1982; Lewis and Zarin-Ackerman 1977; Thurman 
and Lewis 1979; Zarin-Ackerman et al. 1977). Perhaps of most importance was the 
development of an intervention strategy based on Lewis’s work with typically 
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developing children, the Learning to Learn Curriculum. Infants with disabilities 
were given home- and clinic-based interventions where their simple motor responses 
resulted in complex outcomes and where they had to learn to produce these out-
comes, which served as operants—in effect, an applied-behavior-analysis interven-
tion strategy (Brinker and Lewis 1982a, b; Lewis 1978a, b; Thurman and Lewis 
1979).

15.3.5  �Theories

Lewis formulated several influential theories about infant development. These 
included (a) a reconsideration of attachment theory (Weinraub and Lewis 1977) and 
(b) the infant as part of a social network (Weinraub et al. 1977). He also began work 
on a theory of emotional development (Lewis 1971b; Lewis and Michalson 1983).

15.3.6  �The Origin of Behavior Series

Lewis and Leonard Rosenblum of SUNY Downstate Medical Center organized 
yearly conferences on important topics in child development for research scientists 
in both child and animal (primate) development to bring together biological, cul-
tural, and educational points of view. These conferences resulted in a book series, 
The Origins of Behavior (later titled Genesis of Behavior), under their editorship, 
with seven highly cited volumes (Lewis and Rosenblum 1974a, b, 1975, 1977, 
1978a, 1979, 1981). The initial volume, The Effect of the Infant on the Caregiver 
(Lewis and Rosenblum 1974a), was so influential that the term caregiver became 
the preferred term, replacing the old term caretaker. The book became the major 
reference on the interactive nature of social development—that the social develop-
ment of the child involves an interaction between the mother’s effect on the infant 
and the effect of the infant on the mother. It was translated into several languages, 
and 15 years after publication, a meeting sponsored by the National Institutes of 
Health reviewed the effects of this volume on the field.

15.4  �Cognitive, Personality, and Social Development 
From Infancy to Adolescence

Brooks-Gunn’s work encompassed research on the cognitive, personality, and social 
development of infants, toddlers, and adolescents, primarily within the framework 
of social-cognitive theory. Major foci were the acquisition of social knowledge in 
young children, reproductive processes in adolescence, and perinatal influences on 
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children’s development. These issues were attacked in laboratory experiments, 
other cross-sectional and longitudinal studies, and experimental interventions. (A 
fuller account appears in Brooks-Gunn 2013.)

15.4.1  �Social Knowledge in Infants and Toddlers

In collaboration with Lewis, Brooks-Gunn carried out a series of studies on the 
development of early knowledge about the self and others in infancy and toddler-
hood. They investigated how and when young children began to use social catego-
ries, such as gender, age, and relationship, to organize their world and to guide 
interactions (Brooks and Lewis 1976; Brooks-Gunn and Lewis 1979a, b, 1981) as 
well as the development of self-recognition as a specific aspect of social cognition 
(Lewis and Brooks-Gunn 1979b, c; Lewis et al. 1985). This developmental work 
was embedded in genetic epistemology theory as well as social-cognitive theory, 
with a strong focus on the idea that the self (or person) only develops in relation to 
others and that the self continues to evolve over time, as does the relation to 
others.

The studies demonstrated that social knowledge develops very early. Infants 
shown pictures of their parents, strange adults, and 5-year olds and asked, Who is 
that? were able to label their parents’ pictures as mommy and poppy, labeling their 
fathers’ pictures more accurately and earlier than their mothers’ (Brooks-Gunn and 
Lewis 1979b). Shown pictures of their parents and strange adults, infants smiled 
more often and looked longer at their parents’ pictures (Brooks-Gunn and Lewis 
1981). And when infants were approached by strangers—5-year-old boys and girls, 
adult men and women, and a midget woman—the children discriminated among 
them on the basis of age and height, smiling and moving toward the children but 
frowning and moving away from the adults and, compared to the other adults, 
watching the midget more intently and averting their gaze less (Brooks and Lewis 
1976).

15.4.2  �Reproductive Events

15.4.2.1  �Menstruation and Menarche

Brooks-Gunn’s interest in the emergence of social cognition broadened to its role in 
the development of perceptions about reproductive events, at first menstruation and 
menarche. Her focus was on how social cognitions about menstruation and men-
arche emerge in adolescence and how males’ and females’ cognitions differ. Brooks-
Gunn and Diane Ruble, then at Princeton University, began a research program on 
the salience and meaning of menarche and menstruation, especially in terms of defi-
nition of self and other in the context of these universal reproductive events 
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(Brooks-Gunn 1984, 1987; Brooks-Gunn and Ruble 1982a, b, 1983; Ruble and 
Brooks-Gunn 1979b). They found that menstruation was perceived as more physi-
ologically and psychologically debilitating and more bothersome by men than by 
women (Ruble et al. 1982). In addition, their research debunked a number of myths 
about reproductive changes (Ruble and Brooks-Gunn 1979a), including the one that 
menarche is a normative crisis experienced very negatively by all girls. In fact, most 
girls reported mixed emotional reactions to menarche that were quite moderate. 
These reactions depended on the context the girls experienced: Those who were 
unprepared for menarche or reached it early reported more negative reactions as 
well as more symptoms (Ruble and Brooks-Gunn 1982).

15.4.2.2  �Pubertal Processes

Brooks-Gunn’s research further broadened to include pubertal processes. With 
Michelle Warren, a reproductive endocrinologist at Columbia University, she initi-
ated a research program on pubertal processes and the transition from childhood to 
early adolescence. Brooks-Gunn and Warren conducted longitudinal studies of girls 
to chart their emotional experiences associated with pubertal changes and the social-
ization practices of families. The work included measurement of hormones to better 
understand pubertal changes and possible emotional reactions. The investigations 
followed girls who were likely to have delayed puberty because of exercise and food 
restriction (dancers training in national ballet companies as well as elite swimmers 
and gymnasts) and girls attending private schools—many of the girls were followed 
from middle school through college (Brooks-Gunn and Warren 1985, 1988a, b; 
Warren et al. 1986, 1991).

The private-school girls commonly compared their pubertal development and 
had no difficulty categorizing their classmates’ development (Brooks-Gunn et al. 
1986). Relatedly, the onset of breast development for these girls correlated posi-
tively with scores on measures of peer relationships, adjustment, and body image, 
but pubic hair was uncorrelated, suggesting that breast growth may be a visible sign 
of adulthood, conferring enhanced status (Brooks-Gunn and Warren 1988b).

The context in which the girls were situated influenced their reactions. In a con-
text where delayed onset of puberty is valued (the dance world—most professional 
ballerinas are late maturers), dancers with delayed puberty had higher scores (rela-
tive to on-time dancers) on a body-image measure (Brooks-Gunn, Attie, Burrow, 
Rosso, & Warren, Brooks-Gunn et al. 1989; Brooks-Gunn and Warren 1985). (They 
also had lower scores on measures of psychopathology and bulimia; Brooks-Gunn 
and Warren 1985.) In contrast, in contexts where delayed onset is not valued (swim-
mers, private-school students/nonathletes), delayed and on-time girls did not differ 
in their body images (Brooks-Gunn, Attie et al., Brooks-Gunn et al. 1989; Brooks-
Gunn and Warren 1985).

Two publications in this program, in particular, were very widely cited, accord-
ing to the Social Science Citation Index: Attie and Brooks-Gunn (1989), on eating 
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problems, and Brooks-Gunn et al. (1987), on measuring pubertal status, with 389 
and 323 citations through 2015, respectively.

15.4.2.3  �Adolescent Parenthood

Given Brooks-Gunn’s research interest in menarche and other pubertal processes, it 
is not surprising that she moved on to research on pregnancy and parenthood, events 
that presage changes in self-definition as well as social comparisons with others. 
Brooks-Gunn joined Frank Furstenberg, a family sociologist at the University of 
Pennsylvania, in a 17-year follow-up of a group of teenage mothers who gave birth 
in Baltimore in the early 1970s (Furstenberg et al. 1987a, b, 1990). They charted the 
trajectories of these mothers as well as their children, who were about the age that 
their mothers had been when they gave birth to them. The interest was in both how 
well the mothers were doing and how the mothers’ life course had influenced their 
children.

In brief, the teenage mothers differed widely in their life chances: About one 
third were on welfare and three quarters had jobs, usually full-time ones. 
Characteristics of the mothers’ family of origin and of their own families (e.g., 
higher levels of education) and their attendance at a school for pregnant teenagers 
predicted the mothers’ economic success.

The outcomes for their teenage children were “strikingly poor” (Brooks-Gunn 
1996, p. 168). About one third were living with their biological father or stepfather. 
Half had repeated at least one grade in school, and most were sexually active. 
Maternal characteristics were linked to the children’s behavior. Children of mothers 
who had not graduated from high school were 2.4 times as likely as other children, 
and children of unmarried mothers were 2.2 times as likely, to have repeated a 
grade. And children of unmarried mothers were 2.4 times as likely to have been 
stopped by the police, according to their mothers.

The Furstenberg et  al. (1987b) monograph chronicling this study, Adolescent 
Mothers in Later Life, won the William J. Goode Book Award from the American 
Sociological Association’s Sociology of the Family Section and is considered one 
of the classic longitudinal studies in developmental psychology.

Brooks-Gunn and Lindsay Chase-Lansdale, then at George Washington University, 
also began a study of low-income, Black multigenerational families (grandmother/
grandmother figure–young mother–toddler) in Baltimore to investigate family rela-
tionships, via home visits (Chase-Lansdale et al. 1994). One issue was the parenting 
by the grandmother and mother, as observed separately in videotaped interactions of 
them aiding the child in working on a puzzle. The quality of parenting depended on 
whether they resided together and on the mother’s age. Mothers’ parenting was lower 
in quality when they lived with grandmothers. (Residing with the grandmothers and 
sharing child caring may be stressful for the mothers, interfering with their parenting.) 
Grandmothers’ parenting was higher in quality when they lived with younger mothers 
than when they lived apart, but it was lower in quality when they lived with older 
mothers rather than apart. (Coresiding grandmothers may be more willing to help 
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younger mothers, whom they view as needing assistance in parenting, than older 
mothers, whom they see as capable of parenting on their own.)

15.4.3  �Perinatal Influences

Another line of research expanded beyond teenage parents to look at perinatal con-
ditions, such as low birth weight and pregnancy behavior (e.g., smoking, no prenatal 
care), that influence parenting and children’s development. Poor families and moth-
ers with low education were often the focus of this research, given the differential 
rates of both early parenthood and adverse perinatal conditions as a function of 
social class.

In a joint venture between ETS, St. Luke’s–Roosevelt Hospital, and Columbia 
University’s College of Physicians and Surgeons, Brooks-Gunn studied low-birth-
weight children and their parents, many from disadvantaged families because of the 
greater incidence of low-birth-weight children in these families. The work led to her 
thinking about how to ameliorate cognitive, emotional, and academic problems in 
these vulnerable children (Brooks-Gunn and Hearn 1982).

Brooks-Gunn joined Marie McCormick, a pediatrician then at the University of 
Pennsylvania, in a 9-year follow-up of low-birth-weight infants from previous mul-
tisite studies (Klebanov et al. 1994; McCormick et al. 1992). The focus was on very 
low birth weight infants, for more of them were surviving because of advances in 
neonatal intensive care.

At age 9, the low-birth-weight children did not differ from normal-birth-weight 
children on most aspects of classroom behavior, as reported by their teachers, but 
they had lower attention/ language skills and scholastic competence and higher day-
dreaming and hyperactivity; these differences were most pronounced for extremely 
low birth weight children. This pattern of differences resembles attention deficit 
disorder (Klebanov et al. 1994). The low-birth-weight children also had lower mean 
IQs and, at home, more behavioral problems, as reported by their mothers. The 
adverse health status of these children underscores the importance of efforts to 
reduce the incidence of premature births (McCormick et al. 1992).

15.4.4  �Interventions With Vulnerable Children

15.4.4.1  �Low-Birth-Weight Children

Brooks-Gunn and McCormick also collaborated on two other research programs 
involving interventions with biologically vulnerable children, the majority of whom 
were poor. One program focused on reducing the incidence of low-birth-weight 
deliveries by providing pregnant women with child-rearing and health information. 
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This program used a public health outreach model to locate pregnant women who 
were not enrolled in prenatal care; the intervention was located at Harlem Hospital. 
This effort was a logical extension of Brooks-Gunn’s work on adolescent mothers 
in Baltimore (Brooks-Gunn et al. 1989; McCormick et al. 1987, 1989a, b).

The women in the program were very disadvantaged: One fifth were adolescents, 
three quarters were single, and half had not graduated from high school. The birth 
weight of their infants was unrelated to traditional risk factors: mother’s demo-
graphic (e.g., education) and psychosocial characteristics (e.g., social support). This 
outcome suggests that low birth weight in poor populations is largely due to poverty 
per se. Birth weight was associated with the adequacy of prenatal care (Brooks-
Gunn et al. 1988; McCormick et al. 1987).

The outreach program was extensive—four local people searching for eligible 
women over the course of a year, each making roughly 20 to 25 contacts daily—but 
recruited only 52 additional women, at a cost of about $850 each. The labor-
intensive and expensive nature of this outreach effort indicates that more cost-
effective alternatives are needed (Brooks-Gunn et al. 1988, 1989).

The other program involved the design and implementation of an early interven-
tion for premature, low-birth-weight infants: enrollment in a child development 
education center and family support sessions. This program was initiated in eight 
sites and included almost 1000 children and their families; randomization was used 
to construct treatment and control groups. These children were followed through 
their 18th year of life, with the intervention from birth to 3 years of age being evalu-
ated by Brooks-Gunn (Infant Health and Development Program 1990). The 3-year-
olds in the intervention group had higher mean IQs and fewer maternally reported 
behavior problems, suggesting that early intervention may decrease low-birth-
weight infants’ risk of later developmental disability.

15.4.4.2  �Head Start

Brooks-Gunn also carried out a notable evaluation of Head Start, based on data 
from an earlier longitudinal study conducted at ETS in the 1970s. The ETS–Head 
Start Longitudinal Study, directed by Shipman (1972, 1973), had canvassed poor 
school districts in three communities in an effort to identify and recruit for the study 
all children who were 3 ½ to 4 ½ years old, the Head Start population. The children 
were then assessed and information about their families was obtained. They were 
reassessed annually for the next 3 years. After the initial assessment, some children 
had entered Head Start, some had gone to other preschool programs, and some had 
not enrolled in any program. Clearly families chose whether to enroll their children 
in Head Start, some other program, or none at all (by processes that are difficult if 
not impossible to measure). But, by having the children’s assessments and familial 
and demographic measures at age 3, it was possible to document and control statis-
tically for initial differences among children and families in the three groups. 
Children’s gains in ability in these groups could then be compared.
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In several studies of two communities (Lee et al. 1988, 1990; Schnur et al. 1992), 
Brooks-Gunn and her collaborators investigated differences in the children’s gains 
in the Head Start and other groups as well as preexisting group differences in the 
children’s demographic and cognitive characteristics. Black children enrolled in 
Head Start made greater gains on a variety of cognitive tests than their Black peers 
in the other groups by the end of the program (Lee et al. 1988) and diminished gains 
after 2 years (Lee et al. 1990). (The gains for the small samples of White children 
did not differ between the Head Start and other groups in the initial study; these 
children were not included in the follow-up study.) These findings imply that Head 
Start may have some efficacy in improving participants’ intellectual status. The 
Head Start children were the most disadvantaged (Schnur et al. 1992), seemingly 
allaying concerns that Head Start does not take the neediest children (Datta 1979).

15.5  �Conclusion

As this review documents, ETS was a major center for basic and applied research in 
developmental psychology for decades. The number and quality of investigators 
(and their prodigious output) made for a developmental psychology program that 
rivaled the best in the academic community.

The research was wide ranging and influential, spanning the cognitive, personality, 
and social development of infants, children, and adolescents, with an emphasis on 
minority, working-class, and disabled individuals; addressing key theoretical, substan-
tive, and methodological issues; using research methods that ran the gamut: laboratory 
and field experiments, correlational studies, surveys, and structured observations; and 
impacting theory, research, and practice across developmental psychology.

In common with ETS’s research in cognitive, personality, and social psychology 
(Stricker, Chap. 13, and Kogan, Chap. 14, this volume), this achievement was prob-
ably attributable to the confluence of ample institutional and financial support, 
doubtless due to the vision of Chauncey, who saw the value of a broad program of 
psychological research.
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