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ABSTRACT

Sign language recognition system (SLRS) is one of the application areas of human computer interaction
(HCI) where signs of hearing impaired people are converted to text or voice of the oral language. This
paper presents an automatic visual SLRS that translates isolated Arabic words signs into text. The pro-
posed system has four main stages: hand segmentation, tracking, feature extraction and classification.
A dynamic skin detector based on the face color tone is used for hand segmentation. Then, a proposed
skin-blob tracking technique is used to identify and track the hands. A dataset of 30 isolated words that
used in the daily school life of the hearing impaired children was developed for evaluating the proposed
system, taking into consideration that 83% of the words have different occlusion states. Experimental
results indicate that the proposed system has a recognition rate of 97% in signer-independent mode. In
addition to, the proposed occlusion resolving technique can outperform other methods by accurately
specify the position of the hands and the head with an improvement of 2.57% at T =5 that aid in differ-
entiating between similar gestures.
© 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Hearing impairment is a board term referred to partial or com-
plete loss of hearing in one or both ears. The level of impairment
varies between mild, moderate, serve or profound.

Granting to the world health organization (WHO) in the year of
2017, Over 5% of the world’s population - 360 million people’ has
disabling hearing loss (328 million adults and 32 million children).
Roughly one-third of people over 65 years of historic period are
affected by disabling hearing loss. The majority of people with dis-
abling hearing loss live in low and middle income countries
(Center, 2017).

SLRS is one of the application areas of HCI. The main goal of
SLRS is to recognize signs of hearing impaired people and convert-
ing them to text or voice of the oral language and vice versa. These
systems use either isolated or continuous signs. The performer of
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the isolated systems signs only one letter or word at a time while
in continuous systems the performer signs one or more complete
sentences. Further, SLRS can be categorized as a signer-
dependent or signer-independent. Systems rely on the same sign-
ers to perform in both training and testing phases are signer-
dependent and this affects the recognition rate positively. On the
other hand, in signer-independent systems singers performed the
training stage is not admitted in the testing stage and this adds a
challenge of adapting the system to accept any signer. The goal
of SLRS can be achieved by either a sensor-based or an image-
based system.

The sensor-based system employs just about variety of elec-
tromechanical devices that are incorporated with many sensors
to recognize signs, e.g.: Data gloves (Shukor et al., 2015), power
gloves (Mohandes et al., 2004), cyber gloves (Mohandes, 2013),
and Dexterous master gloves (Hoshino, 2006). Sadek et al. (2017)
designed a smart glove using a few sensors depending on a statis-
tical analysis of the anatomical shape of the hands when perform-
ing the 1300 words of the Arabic sign language (ArSL). The glove
costs about $65 which is according to the author 5% less than the
cost of commercial smart gloves. The high cost and less normality
of this method contributes to the appearance of the image-based
way, where one or more cameras are employed to capture the
signs. Classification can be done either by marker-based or
visual-based techniques.

In marker-based techniques, markers with predefined color or
colored gloves are placed on the fingertips and wrist. These
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predefined colors are then detected and segmented from an image
captured by a 2D camera using image processing methods, but
these techniques also lack for normality (Wang and Popovic,
2009; El-Bendary et al., 2010). On the other hand, visual-based
techniques use bare hands without any markers. These techniques
have high normality and higher mobility than any other types of the
SLRS. Visual -based SLRS have low cost as one camera can be used.
But these techniques suffer from changing in illumination. Hand
occlusion with either each other or the face is another drawback
as 2D images lack the depth information that aid in solving occlu-
sion. This paves the way to the depth sensors that depends on
RGB-D image technique giving the depth of each pixel in the image
helping in constructing a 3D model of the objects in the scene. Till
now it’s still an open field of research. In most of the researches
vision-based refers to visual-based vision system. A further discus-
sion and detailed overview on related work in the field of SLR is
given at (Cooper et al., 2011; Mohandes et al., 2014; Rautaray and
Agrawal, 2015; Agrawal et al., 2016). This paper will focus on ArSL.
Recent isolated vision ArSLR systems are pointed out.

Al-Rousan et al. (2009) developed a system that automatically
recognizes 30 isolated ArSL words using discrete cosine transform
(DCT) to extract features and Hidden Markov Model (HMM) as
recognition method. The system obtained a word recognition rate
of 94.2% for signer-independent off-line mode. Due to the nature
of DCT, the observation features produced by the DCT algorithm
misclassified similar gestures. Also, the system did not concern
with working out the occlusion problem.

To overcome the misclassification of similar gesture, Al-Rousan
et al. (2010) developed a system that used two-level scheme of
HMM classifier. The system overcomes the occlusion state by treat-
ing the occluded objects as one object or by taking the preceding
features of the objects before occlusion. In the real situation, this
is not the case.

Another technique for solving the occlusion states was devel-
oped by El-Jaber et al. (2010) where a stereo vision is applied to
estimate and segment out the signer’s body using its depth infor-
mation to recognize 23 isolated gestures in signer-dependent
mode. It aches from its high cost as more than one camera is
needed to construct the stereo vision. Disparity maps are computa-
tionally expensive as any change in the distance between the two
cameras and the object will affect the performance of solving the
correspondence problem.

In Elons et al. (2013), a 3D model of the hand posture is gener-
ated from two 2D images from two perspectives that are weighted
and linearly combined to produce single 3D features trying to clas-
sify 50 isolated ArsL words using Hybrid pulse-coupled neural net-
work (PCNN) as feature generator technique followed by non-
deterministic finite automaton (NFA). Then, “Best-match” algo-
rithm is used to find the most probable meaning of a gesture.
The recognition accuracy reaches 96%. The misclassification comes
from the fact that the NFA of some gestures may be wholly
included in another gesture NFA.

Ahmed and Aly (2014) uses a combination of local binary pat-
terns (LBP) and principal component analysis (PCA) to extract fea-
tures that are fed into a HMM to recognize a lexical of 23 isolated
ArSL words. Occlusion is not resolved as any occlusion state is han-
dled as one object and recognition goes on. The system achieves a
recognition rate of 99.97% in signer- dependent mode. But LBP may
not work properly on the areas of constant gray-level because of
the thresholding schemes of the operator (Ahmed and Aly, 2014).

Obviously, most vision systems suffer from two main problems:
confusing similar gestures in motion, and curing the occlusion
problem. The aim of the research documented in this paper is to
decrease the misclassification rate for similar gestures and resolves
all occlusion states using only one camera and without any compli-
cated environment to compute the disparity map.

This paper presents an automatic visual SLRS that translates
isolated Arabic word signs into text. The proposed system has
four primary stages: hand segmentation, tracking, feature extrac-
tion and classification. Hand segmentation is performed utilizing
a dynamic skin detector based on the color of the face (Ibrahim
et al., 2012). Then, the segmented skin blobs are used in identify-
ing and tracking of the hands with the help of the head. Geomet-
ric features of the hands are employed to formulate the feature
vector. Finally, Euclidean distance classifier is applied for classifi-
cation stage. A dataset of 30 isolated words used in the daily
school life of the hearing impaired children was developed. The
experimental results indicate that the proposed system has a
recognition rate of 97%. Taking into consideration that 83% of
the words mainly cover all the occlusion states to prove the
robustness of the system.

The upcoming sections are arranged as follows: Dataset
description is illustrated in Section 2. The proposed approach
including a novel identifying and tracking method is described in
Section 3. Results and evaluation are outlined in Section 4. Finally,
a conclusion is given in Section 5.

2. ArSLRS dataset

A unified Arabic sign language dictionary was published in two
editions in 2008. Despite of that, there are no common databases
available for researchers in the area of Arabic sign language recog-
nition. Thus, each researcher has to establish his own database
with reasonable size.

The dataset used is an ArSL database videos which was col-
lected at Benha University. The database consists of 450 col-
ored ArSL videos captured at a rate of 30 fps. These videos
represent 30 Arabic words which were selected as the daily
common used words in school. 300 videos are used for train-
ing while 150 are for testing. The signers performing the test-
ing clips are different from whom performed the training clips
to guarantee the signer -independency of the system designed.
The videos are gathered in different illumination, backgrounds,
and clothing. The signer is asked to face the camera with no
orientation, then starts signing from silence state where both
hands are placed beside the body and then ends again with
a silence state.

It was considered that the database contains words that have
variety of using one hand or both hands with occlusion with each
other or with the face to test the validity of the system in solving
different occlusion states.

The list of the used words and their description is given in the
Table 1. The occlusion column identifies that the sign performed
has an occlusion state with either one of the hands or both hands
and the face. RH and LH columns show whether the sign is exe-
cuted with the right hand or left hand, respectively. R-L H column
indicates that the sign is performed with both hands. The last row
illustrates the estimated percentage of occlusion states in the built
database.

3. The proposed ArSLRS

As shown in Fig. 1, the vision-based SLRS has two modes. The
first mode is from the hearing-impaired people to the vocal people
where a video of the sign language (SL) is translated into oral lan-
guage either in the form of text or voice. This mode is called vision-
based SLRS. On the other hand, the second mode is from vocal peo-
ple to the hearing-impaired people where the oral language voice
record is converted into SL video. The vision-based SLRS mode
was the interest in this paper. Each stage is illustrated in detail
in the upcoming sub-section.
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Table 1
List of dataset words and their description.

Words Occlusion R-LH LH RH

Peace be upon you Vv
Thank you Vv
Telephone
I

Eat

Sleep
Drink
Prayer

To go
Bathroom
Ablution
Tomorrow
Today
Food
Water

To love

To hate
Money
Where're you going?
Where
Why

How much
Yes

No

Want
School
Teacher
Help

Sick
Friend
Percentage
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Fig. 1. A diagram of vision-based SLRS.

3.1. Hand segmentation

This term refers to the extraction of hands from the frames
through the entire video sequence. The video sequence may con-
tain just the hands or the whole body of the signer. In the first
instance, either a background removing technique or skin detec-
tion technique is employed to segment hands. Merely in the sec-
ond case, background removing technique followed by skin
detection may be used or a skin detection technique is applied
directly to the frames. Accumulated difference image (AD) is
applied to extract the hands if they were the only moving object
in the video (Assaleh et al., 2010).

There has appeared many skin detectors that rely on the face to
detect the skin regions. In Kawulok (2008), a face region that

includes the eyes and the mouth which are non-skin non-smooth
regions is used to calculate the probability of a pixel to be skin
or non-skin pixel. This has affected the results of this approach
by detecting the mouth, the eyes and the brows as skin region
which is not true. In Bilal et al. (2015), a 10 * 10 window around
the center pixel of the face is used to distinguish the skin tone pix-
els, which in most of the cases is the nose tip. But, this region suf-
fers from the effect of illumination and may give wrong
indications.

In this paper, a dynamic skin detector based on face skin tone
color is used in segmenting the hands (Ibrahim et al., 2012). YCbCr
color space is used after discarding the luminance channel. Face
detector is applied to the first frame. The probability distribution
function (PDF) histogram bins are calculated and trimmed at
0.005. To avoid eyes and mouth regions to be recognized as the
skin, a threshold is applied to remaining PDF values after trimming.
The pixels along the major and minor axes of the bounding rectan-
gle of detecting face are used to calculate a dynamic threshold. This
threshold is applied to the face image to identify skin pixels. And
then, the threshold is updated by increasing the pixels around
the axes until 95% from face pixels are recognized as a skin. Finally,
this threshold is applied to the entire image. This method is
employed due to its adaptive nature which make it applicable for
different races. In addition to, using the YCbCr color space reduce
dramatically the effect of illumination on the segmentation. The
outcome of this phase is a binary image that holds the hands and
the face with white pixels and other objects with dark.

3.2. Tracking

Tracking is defined as the problem of estimating the trajectory
of an object in the image plane as it moves around a scene
(Yilmaz et al., 2006). Numerous approaches for tracking have been
proposed. Some of these approaches are: detecting motion with an
active camera (Lee et al., 2012), skin blob tracking (Zaki and
Shaheen, 2011), active contour (Holden et al., 2005), camshift (Li
et al., 2011), particle filter (Gianni et al., 2007) and Kalman filter
(Asaari and Suandi, 2010). A review study on recent advances
and trends in tracking is given in Yang et al. (2011), Baskaran
and Subban (2014).

Dreuw et al. (2006) developed a dynamic programming tracking
(DPT) technique that relies on two paths to decide the correct
tracking path for the hands. A forward path is used to calculate
an overall score function for all the frames of a sequence. A back-
ward path that went from the final frame is applied to compute
the best route for the tracked hand. The overall scoring function
was utilized in calculating the best path with respect to a specific
score function. This technique is a model-dependent and a signer-
independent technique. Taking the tracking decision at the end of
the sequence improves the ability of the DPT algorithm to prevent
wrong local decisions. By combining this approach with Viola and
Jones method for tracking (Viola and Jones, 2004) the results were
improved to reach 0% tracking error rate (TER) at tolerance (7) = 20
(SIGNSPEAK, 2012). Only the two-path method needs a bunch of
computations and the score functions needs some modifications
to make the required results.

A proposed technique that relies on tracking skin blobs by using
the Euclidean distance between the skin blobs in two consecutive
frames is developed to tackle using two paths and using scoring
functions. The Viola and Jones method first identify the head. Then,
hands are identified by the distance between their centers and the
centroid of the head. Euclidean distance is used to keep track of the
head and the hands. An occlusion is detected when two or more
tracked objects pointed to the same skin blob. Resolving of occlu-
sion states depends on computing the deviation in elevation
between the former and the current positions of the head and
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the hands. In this technique, it is estimated that the hand shape
changes are small. A translation of the former position of the head
and the hands is done to occupy the bounding rectangle of the
occluded objects. The TER at 7 =20 is 0.08%. This technique is
signer-independent and model-free technique. This technique uses
forward tracking path in addition to the preceding information
about the tracking object to decide its next location.

3.2.1. Head tracking

The head can be easily localized by using a cascade boosting
algorithm (Viola and Jones, 2004) but it is computationally very
expensive to apply this algorithm on all frames to detect head
especially if this application is a real-time one. Consequently, the
cascade boosting algorithm is applied to the first frame only to
obtain the bounding rectangle of the head. Since the position of
the head during the signing process mainly doesn’'t change and
nearly has the same location, Euclidean distance applies to the pre-
ceding frames to recognize the head skin blob. When more than
one skin blob appears, the head is distinguished as the skin blob
with the smallest Euclidean distance from the former position of
the head. Let H, = (x,,Y,) is the center of the previous head bound-
ing rectangle while B; = (x;,y;) is the center of the current skin
blobs where i = {1,2,3}. The Euclidean distance (¢u3) between
the H, and B; is given by:

(&) = /(% — %)% + (v, — i) ()

The skin blob with the minimum &g is the current head (H,). As
shown in Fig. 2a, the head is marked with solid rectangle. In Fig. 2b,
the previous head bounding rectangle is marked with a dotted
rectangle, while the new skin blobs are marked with solid rectan-
gles. Euclidean distances between the center of the previous loca-
tion of the head and the center of the current skin blobs are
calculated. The blob with the minimum Euclidean distance is rec-
ognized and marked as the new head with a solid rectangle as
shown in Fig. 2c.

(c)

Fig. 2. Head tracking.

3.2.2. Hands tracking

The center of the bounding rectangle of the head can be used as
a reference point to define the hands. Let B be a skin blob. To iden-
tify the skin blob as right hand (RH) or left hand (LH), the differ-
ence (Ax) between the x-coordinates of the centers of the current
head (H.) and the skin blob (B) must be calculated as follows:

AX = Xy, — Xp 2)

Then, the skin blob is identified according to the following
conditions:

B {RH, Ax >0
~ | LH, Otherwise

Identifying of the right and the left-hand skin blobs is shown in
Fig. 3.

After localizing the first appearance of the head and the hands,
Euclidean distance is used to keep track of them, as shown in Fig. 4.
This will work well till an occlusion takes place.

Occlusion resolvingOcclusion is the overlapping of one or more
of the tracked objects where one object may cover some or whole

3)

Fig. 3. Identifying the first appearance of the right and the left hands.

Fig. 4. Hands tracking.
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of the other object. Hands segmentation in the occlusion situation
is a challenging task. The hand shape change was estimated to be
small where capturing of the signs was acquired on high-speed
frame recording.

In this paper, an occlusion resolving technique is proposed. This
technique splits the problem into two sub-problems. The first is
the occlusion of the head with one or both hands which is the gen-
eral case, while the second one is the occlusion between the two
hands only.

Occlusion with head The head plays an important role where it is
considered as a reference point and also as an indicator for occlu-
sion. If the area of the head increases by nearly the third, this is an
occlusion state. If the Euclidean distance calculated for the head
and one or both of the hands by using Eq. 1 labeled the same skin
blob as the head and one or both of the hands then this is an occlu-
sion situation.

Any bounding rectangle of an object has four corners: right
upper (RU), right lower (RL), left upper (LU) and left lower (LL) as
illustrated in Fig. 5. The proposed algorithm uses the corners to
identify the occluded objects location.

Occlusion between head and right hand can be resolved by cal-
culating the difference between the y-coordinates (Ay) of the RU
corners of the current skin blob (B) bounding rectangle and the
previous right hand (PRH) bounding rectangle. (Ay) can be calcu-
lated as follows:

AY = Yruy — YRUpw (4)
Then,

> 0 — move RUpzy to RUg and move LLy, to LLg
<0 — move RLyy to RLg and move LUy, to LU

oy = 5)

On the other hand, for the occlusion of the head and the left
hand, the difference between the y-coordinates of the RU corners
of the current skin blob (B) bounding rectangle and the previous
left hand (PLH) bounding rectangle are calculated (Ay) as follows:

AY = Yruy — YRUpy (6)
Then,

> 0 — move LUpy to LU and move RLy, to RLg
<0 — move LLpy to LLz and move RUy, to RUg

ifay = {
(7)

The case of occlusion between the head and the left hand and
how to resolve it is shown in detail in Fig. 6. In Fig. 6a, the head
and the left hand are marked with solid rectangle. Then, Euclidean
distance between the current skin blobs and the previous head and
left hand is calculated, as shown in Fig. 6b. These calculations indi-
cate that the head and the left hand share the same skin blob, as
illustrated in Fig. 6¢c. Ay is calculated and the arrow shown in
Fig. 6d indicates the translation of the head and the left hand from
the previous locations to the new locations. Finally, the occlusion is
resolved and the location of the new head and hand is in Fig. 6e.
Finally, occlusion between the head and both hands is solved by
calculating the Euclidean distance between both hands and the

RU LU

RL LL

Fig. 5. Corners of the bounding rectangle of an object.

(c) (d)

Fig. 6. Hands tracking.

head. If this distance is less than a predefined threshold, then
remove occlusion as mentioned previously for both hands with
keeping the head position as its previous location. On the other
hand, if the distance is greater than the predefined threshold, then
remove this hand and resolve the occlusion using the previous
methods for the remaining hand and the head.

Occlusion between hands The partial occlusion of the hand is
indicated by its area increase by one half. If the occlusion takes
place, then solve it as if it was an occlusion between the hands
and the head.

Fig. 7a is the frame that contains the head and both hands
before occlusion. In Fig. 7b the hands have moved and its region
has increased by more than the half which indicates an occlusion
situation. The head area doesn’t increase by more than the third;
therefore, the occlusion happened between hands only. As shown
in Fig. 7c the head is identified and the other skin blob is recog-
nized as the hands. Ay is calculated for hands as shown in
Fig. 7d using Eq. 4 and Eq. 6. The arrow in Fig. 7d shows the move-
ment of the previous bounding rectangles of both hands. The RU of
the right hand is moved to the RU of the current skin blob while the
LL of the left hand is moved to the LL of the current skin blob. The
result of the tracking is shown in Fig. 7e.

For full occlusions between both hands, it is indicated when the
previous location of both hand points to the same skin blob as the
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Fig. 7. Resolving partial occlusion between two hands.

nearest one. If the Euclidean distance between each of the previous
hands locations and the new skin blob is greater than a threshold
value, then there is a full occlusion between the two hands. This
occlusion is solved by labeling the skin blob as the new position
of both hands. If one of the hands has its Euclidean distance less
than the threshold, then this hand is out of the scene and the skin
blob is labeled as the other hand only.

3.3. Hand feature extraction

The next step is extracting hands features. Extracting good fea-
tures leads to a significant increase in the performance of the SLRS.
The features fall in two domains: temporal domain and spatial
domain (Al-Rousan et al., 2009).

Temporal domain is sometimes referred as frequency domain
where the frame is converted to one of its frequency domain trans-
formation forms. While the spatial domain is based on direct
manipulation of the pixels in the image that is divided into two
categories: geometric feature and statistical features (El-Jaber
et al., 2010). Geometric features describe the two-dimensional pro-
jection of the hand in the image while statistical features describe
the statistical properties of the hand shape.

In this paper, Geometric features of the spatial domain are used.
The chosen features include: coordinates of the center of gravity of

the hands, the velocity of the hand movement and the orientation
of the main axis of the hand. The feature vector of any sign is rep-
resented as follows:

Feature vector = {Xgu, Vi, VRH, Prirs XLH> Yin, ViHs Pry b (8)

where x ,y , v and ¢ are the coordinates of the gravity of the hands,
the velocity of the movement of the hands and the orientation of
the main axis of the hands, respectively.

3.4. Recognition

The most used recognition techniques are: Hidden Markov
Model (HMM), support vector machine (SVM), artificial neural net-
works (ANN), adaptive Neuro-fuzzy inference system (ANFIS) and
Euclidean distance. In this study, the dataset is not overly big, so
HMM, ANN, SVM and ANFIS are not used as there are no decent
data for training. Euclidean distance is used for classification as it
acts to compare directly the feature vectors.

Let the feature vector of the original sign is v, = {x1,X2,X3,...}
and the feature vector of the testing sign is v: = {y;,¥,¥3,.-.}
then, the Euclidean distance (ED) for the feature vector is com-
puted utilizing the following equation:

ED:\/(X1—y1)2+(xz—y2)2+(x3—y3)2+... (9)

4. Results and evaluation

Three scenarios have been followed to evaluate the proposed
system. The first is to understand the effect of changing skin color
and illumination on correctly segmenting the hands. The proposed
dynamic mid-way threshold histogram skin detector was evalu-
ated in our previous work (Ibrahim et al., 2012). This evaluation
proposed that this detector turns down the False positive rate
(FPR) by nearly half while holding on the False negative rate
(FNR) approximately the same. It also diminishes the number of
pixels to deal with to be about 52% of the entire face which dra-
matically decreases the detection time. Ultimately, it is recom-
mended for real-time applications and is applicable for different
races due to its adaptive dynamic nature. On the other hand, using
the YCbCr color space decrease the effect of illumination. Never-
theless, the light must be uniform and the skin tone of the face
and the hands must be the same.

The second scenario is to investigate the performance of head
and hand tracking algorithms. To achieve this, a data with
ground-truth annotations is required as well as an evaluation
measure.

For an image sequence X] = X, ..., Xr and corresponding anno-
tated object positions ul = uy,...,ur the tracking error rate (TER)
of tracked positions i is defined as the relative number of frames
where the Euclidean distance between the tracker and the anno-
tated position is larger than or equal to a tolerance (7) (Dreuw
et al., 2006):

Ou-vj|<t

1
1, Otherwise (10)

TER = % Zéf(ut,li[) Wlth 51—(ut7 Z/[) = {
A RWTH-BOSTON-104 tracking benchmark database (Dreuw
et al., 2010) for video-based sign language recognition is applied
to assess the proposed tracking technique. The ground truth of
the head and the hands’ position are annotated to evaluate the
tracking technique. The sequences have a lot of dynamic variations
in movement and have most of the occlusion cases to be tested.
Different methods are applied to RWTH-BOSTON-104 database
(SIGNSPEAK, 2012) like dynamic programming tracking (DPT),
principle component analysis (PCA), Viola and Jones (V]), active
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Table 2
TER for the proposed tracking technique and other state-of-the-art tracking methods
from SIGNSPEAK (2012).

TER%

Tracking methods T=5 7=10 t=15 =20
DPT + PCA 26.77 17.32 12.7 10.86
DPT +V] 10.06 0.4 0.02 0

V]D 9.75 1.23 1.09 1.07
VJT 10.04 0.81 0.73 0.68
FJAAM 10.17 6.85 6.82 6.81
FJAAM 10.92 7.92 7.88 7.76
POICAAM 3.54 0.12 0.08 0.08
Proposed 0.97 0.70 0.22 0.08

appearance model (AAM), Project-Out Inverse Compositional AAM
(POICAAM) and Fixed Jacobian active appearance model (FJAAM).
Most of these methods are model-based signer-dependent tracking
approaches and have been evaluated on all 15732 ground-truth
annotated frames of the RWTH-BOSTON-104 dataset. The results
of these different algorithms are compared to the results of the
proposed technique for evaluation. The proposed technique has
the lowest TER at T =5, as shown in Table 2. By increasing the T,
the TER decrease, but the proposed technique has small changes
unlike other algorithms. This demonstrates the robustness of the
proposed occlusion resolving technique as it can accurately specify
the position of the hands and the head with an improvement of
25.7% compared to the result from POICAAM at t = 5. The proposed
technique is not a model-based technique compared to other
methods which guarantee the less computation needed and the
signer independency of the method. Integrating the proposed tech-
nique with other methods may improve the accuracy, especially,
for the tolerance 10< 7 <20. The third scenario is evaluating the
whole system by considering the percentage of the total number
of Arabic sign words that were correctly recognized. Euclidean dis-
tance is used to classify the video of each gesture. The signer of the
tested gesture is asked to face the camera with no orientation and
freely perform the sign (remember that signer must begin and end
with a silence state). The environment is controlled as one signer at
a time is performing with stationary environment around him. The
system attains a recognition rate of 97% in signer independent
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mode. Form the confusion matrix illustrated in Fig. 8, it was indi-
cated that gestures (2, 8, 12, 19 and 26) confused with the gestures
(24, 4, 28, 20 and 3), respectively. These gestures have great simi-
larity in either partial or full hand movement. Despite that, only
one gesture is recognized wrongly. This indicates the ability of
the proposed ArSLRS to differentiate between gestures with high
similarity.

Finally, it is clear that the proposed system has no demand for
more than one camera or complicated calculations to adjust the
two cameras to achieve high recognition rates as in El-Jaber
et al. (2010). The proposed system did not have to group similar
gesture to increase its recognition rate as in AL-Rousan et al.
(2007) where gesture that has common parts decrease dramati-
cally its rate. The developed system does not construct a 3D
model of hand posture that need two cameras and a sensitive cal-
culation to weight the two views from both cameras. The system
proves its robust occlusion resolving technique that outperform
other methods.

5. Conclusions

This paper presents an automatic visual SLRS that translates iso-
lated Arabic word signs into text. The proposed system is signer-
independent system that utilizes a single camera and the signer
does not employ any type of gloves or markers. The system has
four primary stages: hand segmentation, hand tracking, hand fea-
ture extraction and classification. Hand segmentation is performed
utilizing a dynamic skin detector based on the color of the face.
Then, the segmented skin blobs are used to identify and track
hands with the aid of the head. The system proved its robust per-
formance against all states of occlusion as 83% of the words in the
dataset has different occlusion states. Geometric features are
employed to construct the feature vector. Finally, Euclidean
distance classifier is applied to classification stage. A dataset of
30 isolated words that are utilized in the daily school life of the
hearing-impaired children was developed. The experimental
results indicate that the proposed system has a recognition rate
of 97% with the low misclassification rate for similar gestures. In
addition, the system proved its robustness against different cases
of occlusion with a minimum TER of 0.08%.
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Fig. 8. Confusion matrix of the proposed system.
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