Journal of King Saud University - Computer and Information Sciences 31 (2019) 147-160

Contents lists available at ScienceDirect
Journal of

King Saud University -
Computer and.
Information Sciences

st (@ Journal of King Saud University -
Computer and Information Sciences

King Saud University
journal homepage: www.sciencedirect.com

Broken link repairing system for constructing contextual information )
portals o

Shariq Bashir

College of Computer and Information Sciences, Information Management Department, Imam Muhammad Ibn Saud University, Riyadh, Saudi Arabia

ARTICLE INFO ABSTRACT
Am‘clf? history: The web is an extremely powerful resource that has the potential to improve education and health. It
Received 14 July 2017 enables access to new markets. There are, however, fundamental problems with web access in emerging

Revised 6 December 2017
Accepted 24 December 2017
Available online 28 December 2017

regions. The primary issue is that internet connectivity is not keeping up with web complexity and size.
Recently an innovative technology is developed in the form of contextual information portals (CIP) to
mitigate the effect of low connectivity. CIP provides offline searchable and browse-able information por-
tal. The information in CIP is composed of vertical slices of the internet about specific topics. CIP is an
ideal tool for developing regions which have limited access to internet. It can be used in schools and col-
leges to enhance lesson plans and educational material. Although, as a standalone portal CIP provides an
interactive searching and browsing interface enabling a web-like experience, however, a fundamental
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Learning to rank problem that users face is broken links. This is because crawling the web for constructing a collection
Contextual information portals for for CIP only makes available a portion of webpages but not all possible documents. This creates several
intermittent networks broken links. To address this problem we develop a broken link repairing system (brLinkRepair) for repair-

ing broken links. brLinkRepair is useful when a user tries to navigate between pages through links and
pointed pages of links are missing from the CIP. We provide an information retrieval system for repairing
broken links. For each broken link our system recommends related pages that are similar to pointed
pages. To further improve the effectiveness of system we combine all information sources using learning
to rank approach. Our results indicate learning to rank (by combining information sources) improves
effectiveness.
© 2017 The Author. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Internet connectivity plays an important part in the overall
development of any country. It provides a way to acquire knowl-
edge from various study fields and allows people to stay in touch
with the current situation in the world without the need to know
them personally or travel to long distances. However, connectivity
opportunities are largely unequal among different regions (Mishra
et al., 2005; Du et al., 2006; Li and Chen, 2013; Zaki et al., 2014;
Marentes et al., 2014; Arour et al, 2015; Bouramoul, 2016).
High-income countries have continuous rich availability of Inter-
net and have comprehensive contents in the local libraries. Both
of these resources are extremely useful for research and education.
Whereas local libraries in the developing world are mostly out-
dated and access to internet is unreliable, expensive and mostly
available to only urban areas. People in developing countries have
low purchasing power and often have to pay huge amount in order
to get a good connection for internet. Slow and intermittent inter-
net connection is a serious issue (Saif et al., 2007; Johnson et al.,
2010; IThm et al., 2010; Pejovic et al., 2012). Satellite connections
are slow, mostly provide bandwidth of only a few hundreds of kbps
or 1 Mbps. Electricity is often intermittent. Networks are managed
either remotely or by poorly trained local staff. In schools and col-
leges, a single internet connection is shared among large number of
students, staff and faculty members resulting in a overall slow page
downloading (Pentland et al., 2004). While this is only one issue
the quality and the size of webpages on the other hand are signif-
icantly advanced over the past few years. This causes significantly
increase in page rendering time on slow internet connections.

Information and communications technology (ICT) can offer
major opportunities for developing countries. There is evidence
that shows that ICT can help developing regions to “leapfrog” into
the digital economy, catching up by skipping some of the interme-
diate technology stages and thereby improving the quality of life.
For providing connectivity in developing regions, recently an inno-
vate ICT technology is developed called Contextual Information
Portal (CIP) for extending the web to developing regions (Chen
etal.,, 2010, 2011). ACIP is a system that provides an offline search-
able and browse-able information portal. The topics of CIP are gen-
erated from course syllabi that are considered to be insufficiently
covered by existing local libraries. Web pages of topics are
obtained by crawling the web for pages that are relevant to the
topics. The crawled webpages are then indexed, re-ranked locally
and shipped to destination on large storage media (e.g. hard disk,
DVDs or USB-sticks).

Although as a standalone portal a CIP provides an interactive
searching and browsing interface similar to world wide web for
the topics covered. However, to make searching of information
possible the CIP must turn from mere document repositories into
living collection. The development of innovative solutions for
searching and exploring (similar to regular web retrieval) it are
required. CIP provides web browser that enables search facility

to users through queries. In a typical session, user submits a full-
text query to CIP and CIP returns result list of results containing
a list of top-n pages matching to the query. Each result includes
the title of the page. The user then clicks on the results to see
and to navigate in the webpages similar to as he/she does in case
of world wide web. However, if we compare CIP with regular
web then in case of CIP navigating between pages is limited as
users frequently experience many broken links, i.e. broken link is
a link that has pointed page missing form the collection. This hap-
pens because crawling the web for constructing a CIP makes avail-
able only a portion of webpages but not all possible pages. In this
case, if a user reaches on a link that is apparently very useful and
interesting but broken, he/she then moved back to search engine
for revising the query to retrieve relevant information. This creates
frustration and boredom as during revising the query user often
loses the richness of information that was available to him/her
on the page containing the broken link.

Main Contribution: The aim of this work is to repair the broken
links by retrieving related pages in the collection that are similar to
pointed pages of broken links. For each broken link we applied
information retrieval technique for retrieving related webpages.
For each broken link, our system automatically constructs broken
link repairing query for retrieving related page. Constructing a
search query is a tedious task that we want to perform automati-
cally as the system needs to know relevant source of information
that is useful for retrieving related web page. Possible sources of
information are anchor text, surrounding text of anchor text, URL
and the full text of page containing missing link. Previous work
on repairing broken mainly used the terms of anchor text and
URL (Martinez-Romo and Araujo, 2012). Previous work also inves-
tigated other sources, however, did not achieved good effective-
ness as the technique relied only on term frequency (tf) and
document frequent (df) for extracting terms from the sources. Their
technique returns similar terms for queries when a page contains
many broken links. This is not suitable for CIP as webpages in a
CIP contain many broken links. In this work, we investigate the
use of term proximity (position) relationship between the terms
of anchor text, URL, context around URL and full text of webpage for
extracting relevant terms. This not only returns different query
terms for different broken links but also increases the effectiveness
as the terms that are proximity close to each other reveal more rel-
evance. Furthermore, since the information represented by indi-
vidual information source is complementary, therefore, we study
that whether or not combining all information sources improves
effectiveness and for this purpose we use learning to rank
approach for combining information sources. Our results indicate
learning to rank (by combining information sources) improves
effectiveness.

The remainder of this paper is structured as follows. Section 2
reviews related work on enabling web access for emerging regions.
This section also reviews related work on repairing broken links. In
Section 3 we first show the architecture of CIP and then we
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describe broken link repairing task. In Section 4 we describe an
information retrieval system for repairing broken links. In Section 5
we describe the collections and experimental setup and then in
Sections 5 and 6 we show effectiveness of proposed system. In Sec-
tion 7 we combine information sources for repairing broken link
using learning to rank and compare its effectiveness with individ-
ual information sources. Finally, Section 8 briefly summarizes the
key results of our work.

2. Related work

We divide related work into two parts. In first part, we highlight
major work on enabling web access for emerging regions and moti-
vate the need of developing CIP. In second part, we highlight
related work on repairing broken links.

2.1. Enabling web access for emerging regions

There has been considerable work in designing effective web
search systems for developed regions; however, in the context of
developing regions this research area has been largely ignored. In
recent years research directions have been investigated. We clas-
sify literature review into following four categories.

e Asynchronous web access for low-bandwidth connectivity:
In recent years offline search engines are developed for address-
ing the issue of low-bandwidth connectivity. GetWeb,' www4-
mail? and Web2Mail® are systems that provide access to internet
through emails. Users issue queries to these systems though
emails and these systems return relevant list of URLs. Google
Email Alert is another example of such category and it provides
customized news in response to user queries. TEK (Libby
Levison and Amarasinghe, 2002) developed at MIT is another
application of such category. It is a client-server based system
that provides offline access to the internet. TEK provides a non-
interactive search mechanism and a user issues query through
simple mail transfer protocol (SMTP) and search results are asyn-
chronously send back to the user through email. DAKNet
(Pentland et al., 2004) provides web access through physical
transportation links such as buses and vans. DAKNet uses MAPs
(Mobile Access Points) mounted on physical transportation links
(using buses and vans), which regularly traverses villages to
transport required information. These physical transportation
links are fitted with omni-directional antennas and kiosks with
omni-directional or directional antennas.

e Web caching: In the context of web caching there have been
several optimizations that have been proposed for increasing
the access of web to developing regions (Michel et al., 1998;
Rabinovich and Spatschek, 2002; Du et al., 2006; Isaacman
and Martonosi, 2008; Chen and Subramanian, 2013). The work
by (Du et al., 2006) analyzed web access traces of Cambodia
for analyzing the effectiveness of web caching strategies for
developing regions. (Isaacman and Martonosi, 2008) in their
work showed the benefits of collaborative caching and perfect-
ing pages techniques for developing regions. Their results
showed perfecting pages in advance increases the effectiveness
for local cache-based search. These perfecting techniques can be
used with CIP for enhancing the local search mechanism.

o Contents adaptation for low bandwidth: Content adaptation
is another area that has been explored for low bandwidth
regions. There are number of related works available on filtering

1 GetWeb: Retrieve webpages via e-mail, www.hrea.org/getweb.html.
2 Web Navigation and Database Search by E-Mail, http://www4mail.org.
3 Web2Mail, http://www.web2mail.com.

and compression. We cannot provide comprehensive literature
review of this area as this is out of the scope of this paper. Fox
and Brewer (1996) in their work provided techniques for
reducing the resolution and color depth of images to suit
low-bandwidth users. Fred Douglis et al. (1998) in their work
analysed relatedness between webpages of web cache for
optimizing bandwidth. Loband* is another system developed
for low-bandwidth environments that enables users to view
filtered text-only versions of webpages.

Contextual Information Portal (CIP): Most of the approaches
reviewed above modify the contents of search results for
providing the web data to users under limited-internet connec-
tivity. CIP does not modify content of webpages but to leverage
proxies to deal with the intermittency of the network in an
application specific manner (Chen et al., 2010, 2011). CIP
provides an offline searching and browsing facility. The infor-
mation in CIP is crawled from the web relevant to topics. CIP
is designed primarily for those regions and environments where
either the connectivity is very poor or not available at all (Saif
et al., 2007; Johnson et al., 2010; Ihm et al.,, 2010; Pejovic
et al., 2012). For these regions the standard local search-cache
has several problems. For example, the frequent cache misses
in these locales result in very slow page downloading and ren-
dering. Moreover, local cache returns only a limited binary
answer in the form of yes or no of whether webpages are avail-
able in the cache. This is not suitable because it is possible that a
specific webpage does not exist in the cache but the cache could
contain many other webpages that are equally similar to missed
webpage.

2.2. Repairing broken links

Related work on repairing broken links can be classified into
categorizes: (a) repairing broken links by applying information
annotation, and (b) repairing broken links using information retrie-
val. We highlight major works of both categories.

Nakamizo et al. (2005) developed a tool for repairing broken
URLs using information annotation technique. Their tool is useful
for repairing broken URLs when webpages are moved from their
location. Their tool outputs a list of webpages sorted by their plau-
sibility of being link authorities. Their tool first uses a link author-
ity server that collects links and then it sorts the links according to
their plausibility. This plausibility is based on a set of attributes
concerning the relations among links and directories. Klein and
Nelson (2008) utilized document similarity for retrieving related
webpages when webpages disappear in the future. To achieve this,
their system first extracts a small subset of terms (which they
called lexical signature) from the contents of documents for defin-
ing the “aboutness” of documents. Next, their system utilizes these
lexical signatures for retrieving related webpages. Harrison and
Nelson (2006) also used lexical signatures of webpages in the con-
text of digital preservation for locating missing webpages. Similar
to Klein and Nelson (2008) system, their system first extracts
“lexical signature” from the pages and then their system uses these
lexical signatures as a query to search engine for retrieving related
webpages.

Closest to our research work is Martinez-Romo and Araujo
(2012) in which information retrieval techniques are applied for
repairing broken links. Their work used information retrieval tech-
niques for retrieving related pages by using sources of information
that are available in the page containing broken link. The sources
that they used are anchor text, URL, context of anchor text and full
text of page containing broken link. Their system first used these

4 http://www.loband.org.
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sources as queries and then their system processed queries
through information retrieval methods for retrieving related web-
pages. Their experiments indicate that the anchor text is quite use-
ful for retrieving related webpages.

Known Items Search: In the context of digital libraries recently
some attempts are made for retrieving known items (Azzopardi
et al., 2007). The task of retrieving known items is similar to repair-
ing broken links in the sense that the aim of both tasks is to
retrieve most relevant items from the collection. Known-items
search assumes that a user knows a item (document) in the collec-
tion that he/she thinks that it is relevant for his/her need and he/
she has already seen this document in the collection. Now there
is some need arisen and the user wants to retrieve this item. For
retrieving this item he/she tries to recall different terms of the item
for constructing a query to search engine that could help for
retrieving this item. Azzopardi et al. (2007) in their work devel-
oped a user model for identifying relevant terms that a user could
recall for retrieving known-items. Their model identifies terms that
are either most discriminative or more popular in the desired
items. Although both retrieval tasks have close similarity but have
difference in this sense that known-item search assumes that user
knows some information from the contents of relevant item and
he/she uses this information for retrieving that item. Whereas in
case of repairing broken link such information is implicitly avail-
able in the form of URL and anchor text.

Linking Documents to Encyclopedic Knowledge: The aim of
this task is to automatically identify relevant segments from the

Topic Extraction

Search engine

Focused crawler b
trainin i
g [
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content of pages that are potential useful candidates for links
and then automatically enriching these links with most related
webpages (Mihalcea and Csomai, 2007). Most of the studies in this
research domain used Wikipedia for analyzing the accuracy of
their methods which is rather more structured than regular web
collection. Milne and Witten (2008) applied machine learning for
identifying significant terms within wikipedia page, and then their
technique enriched these terms with links to the appropriate Wiki-
pedia articles. For achieving this, their method first defined fea-
tures from candidate segments of terms and then their method
utilized these features for training a link classifier. The features
that they defined are based on: (a) commonness of terms (prior
probability) with their surrounding context, (b) term’s relatedness
with it’s surrounding context, and (c) context quality. Although
both tasks have close similarity in the sense that the target of both
tasks is to retrieve relevant webpages for links, however, in case of
repairing broken links our collection is rather more unstructured
than Wikipedia and we want to utilize additional sources that
are available in the page containing broken such as anchor text,
URL, context around URL and content of page.

3. Contextual Information Portal (CIP)

We will explain the broken link repairing system by first
explaining the architecture of CIP. Fig. 1 presents the architecture
of CIP crawler. Fig. 2 presents the architecture of broken link
repairing system. CIP has following two main components:

Bootstrapping crawler with seed
links

Focused crawler

\w‘
o

9,

Fig. 1. Architecture of CIP Crawler and different components of CIP Crawler.

a
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— Page Information
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e = — — Searching
~BroKen Liak ——  Context Link Re';‘(’t?:tct{::“s Buery Processing.  Related Web
N Pages

Web Page

RankinI Pages

Related Web Page
Recommendation for Repairing
Broken Link

Fig. 2. Architecture of broken link repairing system.
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o (CIP Crawler): This component crawls and constructs collection
for CIP.

o (Broken Link Repairing System): CIP collection may have many
URLs in the webpages that are broken. This component repairs
these broken links using information retrieval technique.

3.1. CIP crawler

The purpose of CIP crawler is to crawl the web and to index only
those pages that are relevant to topics. For a single topic, say “intro-
duction to computers”, the goal of a CIP is to make available a large
portion of webpages relevant to the topic. CIP crawler achieves this
through focused crawling (Chakrabarti et al., 1999; Arasu et al.,
2001; Aggarwal et al., 2001). For each topic, a focused crawler is
trained by providing a subset of relevant and irrelevant webpages.
For training classifier, we first download a set of top N results from
popular search engine (google) by using topics as queries. We mark
top N results of search engine as relevant pages. We then again
query to search engine with an irrelevant query for instance “the”
for downloading a set of irrelevant pages. Next, we train a docu-
ment classifier over these relevant/irrelevant pages for doing
focused crawling. After training we start the crawling with the help
of trained focused crawler. We bootstrap the crawler by providing
relevant webpages of topics as seed links.

3.2. Broken link repairing system

The third important component of CIP architecture is broken
links repairing system (brLinkRepair). This component is useful
when a user tries to navigate in pages through links and pointed
pages of links are missing from the CIP (Martinez-Romo and
Araujo, 2012). brLinkRepair repairs these broken links by retrieving
related pages using information retrieval technique. In the archi-
tecture, broken link and the webpages that contain broken links
provide terms that may be relevant for retrieving related web-
pages. One important function of brLinkRepair is query generation.
The task of query generation is to search most relevant terms from
information sources that are available in the page containing bro-
ken link. Fig. 2 shows the architecture of broken link repairing sys-
tem. In this method, the relevant terms have to be very carefully
selected otherwise irrelevant terms drift the results to noisy web-
pages. To achieve this, we explore several sources (such as anchor
text, context of URL, URL and full text of page containing broken
link). We also applied term proximity techniques to determine
terms proximity relationship to anchor text and URL. Finally, the
generated queries are submitted to the retrieval system, and top
ranked webpages are retrieved and page at top position is recom-
mended to the user.

Another important sub component in brLinkRepair is link classi-
fier. The purpose of link classifier is to classify repairable and non-
repairable links. This is useful for identifying those links for whom
the recommendation is possible and for whom the recommenda-
tion is not possible (by using the webpages of CIP collection). This
is because, in case of highly specialized CIP collection for which the
web is crawled with the help of a focused crawler there could be
many links for which the recommendation could not be possible
using given CIP collection. For instance, those links that are point-
ing to home pages of websites and their pointed home pages are
missing due to their non-relevance with the CIP topics, or links that
are pointing to university/class rooms direction, or pages that are
pointing to frequent asked questions, or authors feedback etc. In a
web collection, there could be many such links. Although brLinkRe-
pair can provide recommendation for all kind of links, however,
due to the non-relevance of these links with the CIP collection their
is a high chance that the retrieved webpages will be irrelevant. This

could create frustration; therefore, it is useful to remove non-
repairable links from the CIP collection with the help of a link
classifier.

4. Automatic query reformulations for repairing broken link

Our task of repairing broken links is similar to as discussed in
Martinez-Romo and Araujo (2012) for repairing broken links in
the context of world wide web. However, previous work on this
task focused only on investigation different sources of information
that can be used for generating queries, but ignores how to com-
bine all sources of information to increase the effectiveness of bro-
ken link repairing system. Furthermore, query generation
techniques used in previous work have a limitation that it retrieves
similar pages for multiple broken links when a source page has
many broken links. This is because it relies only on term statistics
such as term frequency (tf) and document frequency (df) for identify-
ing relevant terms for queries. The aim of this research is to explore
these sources as well as other sources with the help of terms prox-
imity and attempts to combine all information sources using
machine learning (learning to rank). To design an effective combi-
nation of sources we need to consider several factors: such as Ele-
ments (where to extract query words), Weights (how to calculate
relevance of pages for queries), Proximity (whether or not to care
for closeness of terms).

For Elements, we consider four sources of information, the
anchor text of broken links, URL of broken link, context around
URL, and full text of page containing broken link. For Weights,
we use low level features of terms, such as term frequency (tf), doc-
ument frequency (df), as well as combination of these weights that
form high level features such as tfxidf, bm25 (Robertson and
Walker, 1994) and LM2000 (Zhai, 2002). In additional to this we
also utilize proximity relationship between terms of anchor text
and URL with the terms of context around URL and full text of
source page.

4.1. Elements (information sources)

Martinez-Romo and Araujo (2008) in their approach investigate
several information sources for identifying relevant terms for gen-
erating broken link repairing queries. In our approach we also uti-
lize these sources and generate queries by extracting terms from
these sources.

e Anchor Text: Anchor text usually provides more reliable infor-
mation given by a web page designer about the content of
pointed page. If we compare it with the URL of pointed page,
then URL are ostensibly created by people other than the
authors of the target webpages, and thus the anchor text likely
includes summary and alternative representation of the content
of pointed page. Because these anchor texts are typically short
and descriptive similar to queries, commercial search engines
widely utilized them as an important part for ranking docu-
ments (Eiron and McCurley, 2003; Dang and Croft, 2010).
Information provided by the URL (URL): Apart from the
anchor text, terms in the URL are the only information directly
provided by a link. Terms of the URL also provide useful infor-
mation to the pointed page. Similar to anchor text, commercial
search engines utilize URLs for determining whether a page is
relevant or not to a query (Pant, 2003; Benczur et al., 2006;
Chauhan and Sharma, 2007).

Information provided by the source page containing the bro-
ken link (SourcePage): Martinez-Romo and Araujo (2012)
found frequent terms of source page useful for repairing broken
links.
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« Information provided by the context around URL (URLCon-
text): Full text of source page may contain many terms that
not relevant to the content of pointed page. This drifts the
retrieval effectiveness. A more reliable source is to use those
terms that are near to the position of the URL. We generate con-
text around URL by taking 20 terms before the URL position and
20 terms after the URL position.

4.2. Selecting terms from elements using term frequency (tf) and
document frequency (df)

Anchor text and URL are short text segments. We generate
queries from these elements by selecting all those terms that have
document frequency less than 40% with respect to overall CIP col-
lection. However, source page and context around URL have usu-
ally long text segments. For these elements, we first ordered all
terms in the elements using tf weight and then select top 15 terms
that have high tf weights for generating queries and subsequent
retrieval.

5. Experiments
5.1. Collection, queries and relevance judgments

We repair broken links using information retrieval. Our system
generates query for each broken link and ranks webpages of collec-
tion to retrieve related page. In order to analyze the effectiveness
of our system we require collection and a set of broken links and
their pointed webpages (as a pseudo relevance judgments) for
which our system can perform ranking and then we can analyze
system effectiveness.

Collection: To create a test collection we crawled the internet
using focused crawler and download webpages that are relevant
to a topic. To achieve this first we define a manual set of 140 sub
topics for “introduction to computers” and “agriculture” from course
syllabi. We want to construct two CIP collections, one for “introduc-
tion to computers” topics and one for “agriculture” topics. Table 1
shows a sample list of few sub topics. Next, for each query (by
assuming each sub topic as a query) we train a focused crawler
to crawl the world wide web for constructing (topic specific) col-
lection (Chakrabarti et al., 1999). For obtaining relevant and irrel-
evant samples we query to a popular search engine (google) by
assuming the topic terms as query and download top 20 results
and marked them as relevant samples. We then again query to
search engine using an irrelevant query “the” and download 20
queries and marked them as irrelevant samples. Next, we use
LibSVM (Chang and Lin, 2011) and trained the focused crawler over
these samples. After training, we only use relevant samples of each
sub topic as a seed links and crawl the internet for downloading
more webpages. We implement the focused crawler using Fish-
Search approach (Hersovici et al., 1998) and stop it when it down-
loads 500 documents for each topic. This result into a total of
140 x 500 = 70,000 webpages for each CIP collection.

Queries and Relevance Judgments: For broken link queries we
need a set of links that have pointed missing from the collections.
We search these broken links from CIP collection. We notice that
our collections contain three categorizes of links. The first category
contains those links which are not broken and have pointed web-
pages that are relevant to the topics. The second category consists
of those links that are broken and contain pointed webpages that
are not relevant to the topics. These are the links for which our sys-
tem cannot perform retrieval and we want to remove these links
from webpages. The third category contains those links that are
broken, however, these have pointed links that have strong rele-
vance with the topics. For these links, CIP crawler could not down-

Table 1
Sample list of topics of “introduction to computers” and “agriculture” collections. CIP
crawler uses these topics for focused crawling.

Introduction to computers Agriculture

Parts of a computer
Classification of computers
Stable power supply computers
Keyboard layout

Central Processing Unit CPU
Computer Processors

Computer Processor speed
Multi tasking operating systems
Computer Files

Graphical user interface GUI

Principles of crop production

Soil and water conservation

Kale or cabbage

Agricultural marketing

Water supply and irrigation

List the essential plant nutrients
Describe the various types of stores
Sources of water

Soil sampling procedures

Farm planning and budgeting

load their pointed pages either due to misclassification of classifier
or crawling limit (because we download only 500 documents for
each topic). Ideally for this retrieval task we can use these links
as queries and our system can retrieve relevant webpages from
the collection. However, if we use these links as queries then for
performing effectiveness analysis (i.e. whether the retrieved web-
pages are relevant to the broken links) we need a set of human
evaluators who can read the webpages of collections and recom-
mend us relevant webpage for each broken link. Although this pro-
vides more realistic test-bed for effectiveness analysis, however,
this approach requires time and human efforts, as humans have
to read a large number of webpages from both collections for each
broken link. As an alternative, we can use unbroken links of first
category as a query and their pointed webpages as relevance judg-
ments. This approach also makes sense for performing effective-
ness analysis as webpage authors already correctly provide the
pointed webpages of these links. This provides us a cheep test-
bed in order to analyze the effectiveness for broken link repairing
system. Next, using links as queries and their pointed webpage as
relevant judgments, the task of our retrieval is to rank these pages
at top positions. We use this approach and search the collection
and randomly select 1000 links as pseudo broken links. Tables 2
and 3 show a list of pseudo broken links of “introduction to comput-
ers” and “agriculture” collections.

5.2. Link classification

Since we construct CIP collection by doing focused crawling,
therefore, a CIP collection could contain large number of links that
are broken but our (broken link repairing) system could not repair
these because the contents of their pointed pages do not make any
relevance with the CIP topics. If we keep these links as it is in the
collection, then during browsing users can click on these links and
our system will recommend irrelevant webpages to the users. We
want to remove these links from the webpages prior to loading
their contents in the web browser. In order to achieve this, we
require a classification system that could help us for classifying
repairable and non-repairable broken links. To achieve this, first
we randomly collect a subset of links from our collection and man-
ually marked them relevant and irrelevant for recommendation
after reading their anchor text, URL and full text of pointed pages.
Next, we utilize terms of anchor text, URL, and context around URL
and define a set of features on the basis of terms tf and df statistics
to classify these links into repairable and non-repairable catego-
rizes. We use following statistical features for training a link
classifier.

o avg_df _local: This feature calculates average df (document fre-
quency) of terms of the link using all webpages of the collection.
This helps in identifying whether terms of a link are common or
specific to the topics. Some irrelevant links such as those point-
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Table 2
Sample pseudo broken links of “Introduction to computers” collection.

Pseudo Broken Link#1 (Introduction to computers)

URL = http://en.m.wikipedia.org//wiki/Clock_rate
Anchor Text = clock rate

Context around URL = ed and/wiki/Wikipedia:Verifiability#Burden_of_evidence Wikipedia:Verifiability removed. (September 2009) The megahertz myth, or less commonly
the gigahertz myth, refers to the misconception of only using . . /wiki/Clock_rate Clock rate clock rate (for example measured in/wiki/Hertz#SI_multiples Hertz megahertz or/
wiki/Hertz#SI_multiples Hertz gigahertz) to compare the performance of different/wiki/Microproc

Pseudo Broken Link#2 (Introduction to computers)

URL = http://www.jegsworks.com/Lessons/lesson1-2/lesson1-1.htm
Anchor Text = Computer Types

Context around URL = (known) and how you want to use the space (teaching methods, multi-use, etc). Design services are no cost and no obligation. ...computer-desks-
fiseries.asp FI Series Computer Desks flipIT LCD Desks computer-desks-fpseries.asp FP Series Computer Desks Semi-Recessed LCD Computer Desks computer-desks-srseries.
asp SR Series Computer Desks Semi-Recessed CRT Computer Desks computer-desks-dtseries.asp

Table 3
Sample pseudo broken links of “agriculture” collection.

Pseudo Broken Link#1 (Agriculture Collection)

URL = http://www.government.nl//issues/agriculture-and-livestock/animals/animal-welfare

Anchor Text = Animal welfare

Context around URL = behave towards animals. These rules may be about the care of domestic pets or a harder line on mistreatment of animals, but may equally concern
measures to prevent outbreaks of infectious animal diseases./issues/agriculture-and-livestock/animals/animal-welfare Animal welfare/issues/agriculture-and-livestock/
animals/prevention-and-control-of-animal-diseases Prevention and control of animal diseases/issues

Pseudo Broken Link#2 (Agriculture Collection)

URL = http://smallfarm.about.com//od/landpreparation/a/Fall-Soil-Amendments.htm

Anchor Text = Fall Soil Amendments

Context around URL = methods from conventional to no-till to reduced tillage will be discussed. Whether you have a homestead, a tiny hobby farm or a small-scale farm, you’ll
find the right method for tilling your soil here./od/landpreparation/a/Fall-Soil-Amendments.htm Fall Soil Amendments Fall is a great time to spruce up your soil with cover

crops, compost, and other amendments./od/landpreparation/a/Why-Test-Your-Soil.htm

ing to home page with label “Home”, “FAQ”, “feedback” or “top of
the page” show large scores for this feature. We calculate avg_d-
f_local for all sources (anchor text, URL, context around URL).
This result into three sub features.

e avg cf_local: This feature is similar to avg_df_local. The only
difference is that we use frequency of term within collection
instead of document frequency.

e avg df global: This feature calculates average document fre-
quency (df) of all terms. However, for this feature we determine
df of terms from a global source “web IT 5-gram Version 1”, a
dataset from the Linguistic Data Consortium (LDC)° to learn
the frequency of occurrences of n-grams on the web. Similar to
avg_df_local, we calculate avg_df_global for all sources.

e avg_tf: This feature calculates average of term frequencies of
terms from the source page. If the content of a link is relevant
to the CIP then likely it would has high tf scores for the terms
in the source page. We calculate avg_tf of the terms for only
anchor text and URL. This results into two sub features.

Given above features, we trained a classifier using LibSVM
(Chang and Lin, 2011) and found that it achieves around 80% of
classification accuracy for classifying reparable and non-
repairable links. Next, for retrieval we only use those links that
are classified as repairable.

5.3. Effectiveness measures

We use three effectiveness measures of information retrieval in
order to test the effectiveness of broken link repairing system.

Recall: Recall is the ratio of the number of retrieved relevant
documents relative to the total number of documents in the collec-
tion that are desired to retrieve. For this evaluation test we calcu-

5 https://www.ldc.upenn.edu/.

late recall of retrieved results at rank position 1 (R@1), at rank
position 3 (R@3) and at rank position 10 (R@10).

Mean Reciprocal Rank (MRR): Recall is not sensitive to the
ranking position of relevant webpage (i.e., it does not provide eval-
uation result relative to ranking position of relevant webpage).
Mean Reciprocal Rank cares this factor by calculating multiplica-
tive inverse of the rank position of the correct webpage
(Voorhees, 2001). A system that retrieves related webpages of bro-
ken links at top positions provides high MRR score.

Cosine Similarity: Both evaluation measures explained above
only utilize relevance judgments (judged webpages) in order to
evaluate the effectiveness of system. These measures cannot calcu-
late effectiveness when relevance judgments are not retrieved at
top positions. However, during query processing our system
showed several cases when the relevance judgments could not
be retrieved at top positions but the contents of webpages at top
positions were almost identical to judged webpages. Ideally such
kind of retrieved results also show high effectiveness. For this pur-
pose, we apply vector space model to analyze the similarity of top
retrieved webpages with relevance judgments. We convert each
retrieved webpage into a term vector and calculate its cosine sim-
ilarity distance with the contents of relevance judgment. We calcu-
late the cosine similarity of retrieved results at position 1 (Sim@1)
and at rank position 3 (Sim@3).

5.4. Effectiveness analysis of sources

Tables 4 and 5 show the effectiveness of all information sources
that we used for query generation. According to the obtained
results the source that has achieved high effectiveness is the con-
tent of source page that contains broken link. This indicates that
source page contains useful terms and this can increase the effec-
tiveness of retrieved results. Among other sources, URL also
showed good effectiveness than anchor text and context around
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Table 4
Effectiveness of information sources (URL, anchor text, context around URL and source page) on “introduction to computers” topics collection.
Query source Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3
Anchor Anchor_tf 0.09 0.14 0.21 0.12 0.29 0.36
Anchor_df 0.06 0.09 0.18 0.08 0.31 0.33
Anchor_tfxidf 0.10 0.17 0.25 0.14 0.29 0.35
Anchor_bm25 0.16 0.22 0.32 0.18 0.29 0.37
Anchor_LM2000 0.18 0.26 0.31 0.21 0.29 0.37
URL URL_tf 0.15 0.22 0.36 0.18 0.58 0.61
URL_df 0.18 0.25 0.39 0.21 0.59 0.66
URL_tfxidf 0.20 0.24 0.39 0.22 0.62 0.68
URL_bm25 0.32 0.37 0.51 0.36 0.61 0.73
URL_LM2000 0.29 0.36 0.50 0.32 0.54 0.66
URLContext URLContext_tf 0.13 0.22 0.33 0.16 0.57 0.61
URLContext_df 0.14 0.23 0.36 0.18 0.59 0.64
URLContext_tfxidf 0.13 0.24 0.36 0.17 0.61 0.64
URLContext_bm25 0.16 0.24 0.35 0.20 0.62 0.70
URLContext_LM2000 0.18 0.26 0.40 0.22 0.62 0.69
SourcePage SourcePage_tf 0.29 0.36 0.47 0.30 0.62 0.70
SourcePage_df 0.30 0.36 0.48 0.32 0.61 0.70
SourcePage_tfxidf 0.29 0.37 0.48 0.31 *0.63 0.70
SourcePage_bm25 0.43 0.48 0.54 0.46 0.62 *0.78
SourcePage_LM2000 *0.48 *0.51 *0.57 *0.49 0.61 *0.78
Table 5
Effectiveness of information sources (URL, anchor text, context around URL and source page) on “agriculture” collection.
Query source Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3
Anchor Anchor_tf 0.19 0.26 0.40 0.23 0.19 0.26
Anchor_df 0.16 0.19 0.29 0.17 0.15 0.21
Anchor_tfxidf 0.29 0.35 047 0.29 0.16 0.26
Anchor_bm25 0.33 0.37 0.53 0.32 0.19 0.30
Anchor_LM2000 0.36 041 0.53 0.37 0.20 0.33
URL URL_tf 0.35 0.40 0.49 0.37 0.37 0.53
URL_df 0.37 0.41 0.51 0.37 0.35 0.55
URL_tfxidf 0.44 0.51 0.58 0.45 0.34 0.60
URL_bm25 0.48 0.57 0.61 0.49 0.35 0.62
URL_LM2000 0.48 0.59 0.67 0.51 0.34 0.60
URLContext URLContext_tf 0.26 0.32 0.45 0.27 0.36 0.53
URLContext_df 0.30 0.42 0.54 033 0.37 0.59
URLContext_tfxidf 0.31 0.42 0.53 032 0.37 0.59
URLContext_bm25 0.23 0.33 047 0.22 0.35 0.62
URLContext_LM2000 0.31 0.38 0.50 0.30 0.34 0.61
SourcePage SourcePage_tf 0.51 0.54 0.66 0.51 0.33 0.60
SourcePage_df 0.55 0.60 0.66 0.57 *0.39 0.65
SourcePage_tfxidf 0.57 0.62 0.68 0.58 0.37 0.65
SourcePage_bm25 0.61 0.66 0.72 0.62 0.36 *0.68
SourcePage_LM2000 *0.71 *0.74 *0.78 *0.71 0.32 0.67

URL. The effectiveness of anchor text is very low than all other
sources and this could be because it has very short length.

As source page achieves high effectiveness, however, it contains
information from all other sources. Table 6 shows how much indi-
vidual sources contribute in the effectiveness of source page by
excluding the content of individual source from the content of
source page. According to the obtained results the source that cre-
ates high effect is the content of URL. This indicates that URL con-
tains useful terms and this can increase the effectiveness of
retrieved results.

If we compare the effectiveness of different retrieval models,
then LM2000 and bm25 both have achieved high effectiveness than
other retrieval models. We did not notice any major difference
between different information sources and retrieval models when
they are analyzed with different effectiveness measures (recall,
MRR and cosine similarity).

6. Constructing broken link repairing queries using term
proximity

In Tables 4 and 5 experiments content of source page shows
better effectiveness than all other sources. For running Tables 4
and 5 experiments we select query term from the content of source
page on the basis of low df and high tf weights. Although this
approach shows good effectiveness, however, if a page has many
broken links then selecting query term using this approach could
provide similar query terms for multiple broken links. This recom-
mends similar pages for all broken links. A better approach could
be to rely only those terms that are proximity close to the terms
of anchor text. Proximity reflects closeness of terms in a text. The
underlying intuition is that the more compact or closed the query
terms are in the text, the more likely it is that they are topically
related, and thus the higher the possibility that the proximity



Table 6

S. Bashir/Journal of King Saud University - Computer and Information Sciences 31 (2019) 147-160

155

Contribution of individual information sources (URL, anchor text and context around URL) in the effectiveness of source page on “introduction to computers” topics collection.

Query source Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3
SourcePage — URL (SourcePage — URL)_tf 0.18 0.23 0.30 0.19 0.39 0.44
(SourcePage — URL)_df 0.19 0.23 0.30 0.20 0.38 0.44
(SourcePage — URL)_tfxidf 0.18 0.23 0.30 0.20 0.40 0.44
(SourcePage — URL)_bm25 0.27 0.30 0.34 0.29 0.39 0.49
(SourcePage — URL)_LM2000 0.30 0.32 0.36 0.31 0.38 0.49
SourcePage — URLContext (SourcePage — URLContext)_tf 0.26 0.31 0.41 0.28 0.56 0.63
(SourcePage — URLContext)_df 0.27 0.33 0.43 0.29 0.55 0.63
(SourcePage — URLContext)_tfxidf 0.26 0.33 0.43 0.28 0.56 0.63
(SourcePage — URLContext)_bm25 0.38 0.42 0.49 0.41 0.55 0.70
(SourcePage — URLContext)_LM2000 0.43 0.46 0.50 0.44 0.55 0.70
SourcePage — Anchor (SourcePage — Anchor)_tf 0.24 0.30 0.39 0.25 0.52 0.59
(SourcePage — Anchor)_df 0.25 0.30 0.40 0.27 0.51 0.59
(SourcePage — Anchor)_tfxidf 0.24 0.31 0.40 0.26 0.53 0.59
(SourcePage — Anchor)_bm25 0.36 0.40 0.45 0.39 0.52 0.66
(SourcePage — Anchor)_LM2000 0.39 0.42 0.47 0.40 0.51 0.66
SourcePage SourcePage_tf 0.29 0.36 0.47 0.30 0.62 0.70
SourcePage_df 0.30 0.36 0.48 0.32 0.61 0.70
SourcePage_tfxidf 0.29 0.37 0.48 0.31 *0.63 0.70
SourcePage_bm25 0.43 0.48 0.54 0.46 0.62 *0.78
SourcePage_LM2000 *0.48 *0.51 *0.57 *0.49 0.61 *0.78

based selected terms will increase the effectiveness of retrieval
results. In information retrieval terms proximity has been widely
used in query expansion approaches (Zhao and Yun, 2009; Tao
and Zhai, 2007; Cummins and O’Riordan, 2009). It is highly useful
for selecting expansion terms from pseudo relevance feedback
(PRF) documents. It involves two steps. In first step, terms are
weights using proximity measures. In the context of PRF these
weights are calculated by utilizing the positions of terms in PRF
documents and the positions of terms in the query. Then in second
iteration, these proximity measures are used for training a classi-
fier to select good expansion terms from all possible terms. We
use similar process for selecting relevant terms from the content
of source page. We use following proximity measures in order to
calculate the proximity between the term of the page containing
broken and the terms of anchor text and URL. Additional descrip-
tions of these features is available in (Zhao and Yun, 2009; Tao
and Zhai, 2007; Cummins and O’Riordan, 2009).

We describe features by denoting information sources (URL and
anchor text) as s and term of source page (p) as t.

o (f1): Average Minimum Distance to Information Source: This

feature calculates the score by taking the average of the shortest
distance between the occurrences of term t of page containing
broken link and terms of s (Cummins and O’Riordan, 2009). This
feature rewards all those terms that appear very close to terms
of s, e.g. in the same phrase, sentence or paragraph.
Let s={s1,S2,...,Sm} be the set of terms of source (s).
O,, = {0i,,0i,,...,0;,} is the set of term occurrence positions of
term of source s; in p. PD(s;, t|p) is the distance between term
s; and term t of page containing broken link. f1 is the distance
between the closest occurring positions of term s; and t. This
distance is measured through their occurring positions in the
page containing broken link.

- ZsiespD(Sh tlp)
a Is|

f1(®) (1)

PD(s;, tlp) = minoik‘fosiﬂ[keo[{abs(oik - Ofk)} (2)

where |s| is the length of source and Oy, and O; are the sets of
occurrences positions of terms (s; and t) in p.

o (f2): Pair-wise Terms Proximity on the basis of Minimum
Distance: f1 captures average minimum term distance with
individual terms of s. However, a better feature could be to cal-
culate this distance with pairs of source terms (Cummins and
O'Riordan, 2009). f2 calculates the minimum distance between
the term of page containing broken link and pairs of terms in
source. This feature is calculated as follows.

fz(t) = mini)(si,sj)es,t # Spt # 5j.5; # 5 {PDZ(Sth» t|p)} (3)

PD2(si, s}, t|p) = ming, co, o, <0 o, o {PD(si, t|p) + PD(q;, t|p)}
4)

p(si,s;) enumerates all possible terms pairs in s. PD2(s;,s;, t|p)
denotes the pair-wise distance between terms pair s; and s; in
s and term t of page containing broken link. Similar to f2, it is
the distance between the closest occurring positions of terms
si,s; and t.

(f3): Pair-wise Terms Proximity on the basis of Average
Distance: This feature calculates the average distance between
pairs of source terms s;,s; and term t of page containing
broken link (Cummins and O'Riordan, 2009). This feature
promotes those terms that consistently appear close to term
pairs of source in localized areas, e.g. in the same paragraph,
sentence or phrase. Given the set p(s;,s;) of all possible terms
pairs of source, the weight of this feature can be calculated as
follows.

Zi)(s,-,s])es,t # St # 5j,5 £ S {PDZ(Siv Sj» tlp)}
p(si,s))]

(f4): Difference of Terms Positions: This feature calculates the

difference between the average positions of terms in the source

and term t of page containing broken link. This feature captures
where terms of source and t are occurring together.

o; o,
t) _ Zsiesabs{zoikeosi \O% - Eo,k €0 ﬁ}
a Is|

f3(0) = )

(6)

4

(f5): Co-Occurrence with Information Source: To learn rele-
vant terms all those terms are assumed relevant that frequently
co-occur with terms of s (Cummins and O’Riordan, 2009). f(5)
captures this co-occurrence.
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where c(s;,t|p) is the frequency of co-occurrences of term of
source s; with term t within text windows of page containing
broken link. tf(s;|p) denotes the term frequency of s; in p. The
window size is empirically set to 20 terms.

(f6): Co-occurrence with Terms Pairs: The previous feature
calculates co-occurrence of term t with individual terms of s.
This feature captures a stronger co-occurrence relation of term
t with all pairs of terms of s (Cummins and O’Riordan, 2009).
Given the set p(s;,s;) of all possible pairs of terms of s, the value
of this feature can be calculated as follows.

1 Z c(si,Sj, tp)
P(Snsj)\p(si_sj)es_t Lotegs#s tf (silp) + tf (silp)

fo(t) = log‘ 8)

c(si,sj, tlp) denotes the frequency of co-occurrences of term t
with term pair s; and s; of s within text windows of p. The win-
dow size is empirically set to 20 terms.

Table 7
The distribution of good and bad instances of training dataset.
Class Total instances
All classes 7940
good class 3879
bad class 4061
Table 8

LibSVM classification accuracy on the training dataset using 10-fold cross validation.

We train a classifier using term proximity features for selecting
good terms from the content of source page. For constructing train-
ing queries, a subset of 50 random pseudo broken links (that are
not part of 1000 queries) is used for training (term) classifier. URLs
of these 50 pseudo broken links are used as a seed queries. Next,
we process each seed query and result lists of queries are ranked
for retrieving related webpages. We ranked the result lists using
LM2000. To differentiate bad and good terms of source page we
expand the terms of source page individually with seed queries.
After expanding each term, we compared the (expanded) seed
query effectiveness with (non-expanded) seed query effectiveness.
The effectiveness is compared with recall at rank position 1 (R@1).
In practice, any expanded term may act on the seed query indepen-
dent to other, resulting in different webpages being ranked for
repairing broken links. The good terms are those that improve
the effectiveness and bad terms produce opposite effect. Therefore,
we can generate two groups of terms; good, and bad. Ideally, we
would like to use only the good terms of source page. The charac-
teristics of good, and bad terms are analyzed and defined via a
range of term proximity features (as explained above) that serve
as a basis for automatically identifying them via a classification
approach.

We use LibSVM to train the classification model. The classifier is
trained over 10-fold cross validation. Table 7 shows the distribu-
tion of good and bad terms on the training dataset. Table 8 shows
the classification accuracy of LibSVM on the training dataset. The
overall accuracy of positive classified samples is 83%. The good
terms class achieved classification accuracy of 84%, and the bad
terms class achieved classification accuracy of 82%. After training
classifier we use the classifier for generating query terms from
the content of source page.

Class True positive rate False positive rate . .
P P Tables 9 and 10 show the effectiveness when (broken link
All classes 83% 17% repairing) queries are generated from the content of source page
good class 84% 16% . t 1 ificati h. W f . t ith
bad class 82% 18% using term classincation approach. € periorm experiments wi
Table 9
Effectiveness of generating queries from source page using term classification and without term classification on “introduction to computers” collection.
Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3
Without Classifier SourcePage_tf 0.29 0.36 0.47 0.30 0.62 0.70
SourcePage_df 0.30 0.36 0.48 0.32 0.61 0.70
SourcePage_tfxidf 0.29 0.37 0.48 0.31 0.63 0.70
SourcePage_bm25 0.43 0.48 0.54 0.46 0.62 0.78
SourcePage_LM2000 0.48 0.51 0.57 0.49 0.61 0.78
With Classifier SourcePage_tf *0.31 *0.38 *0.51 *0.30 *0.64 *0.71
SourcePage_df *0.32 *0.37 *0.49 *0.34 *0.63 *0.71
SourcePage_tfxidf *0.30 *0.38 *0.50 *0.32 *0.65 *0.71
SourcePage_bm25 *0.55 *0.59 *0.65 *0.57 *0.64 *0.80
SourcePage_LM2000 *0.57 *0.60 *0.64 *0.57 *0.65 *0.79
Table 10
Effectiveness of generating queries from source page using term classification and without term classification on “agriculture” collection.
Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3
Without Classifier SourcePage_tf 0.51 0.54 0.66 0.51 0.33 0.60
SourcePage_df 0.55 0.60 0.66 0.57 0.39 0.65
SourcePage_tfxidf 0.57 0.62 0.68 0.58 0.37 0.65
SourcePage_bm25 0.61 0.66 0.72 0.62 0.36 0.68
SourcePage_LM2000 0.71 0.74 0.78 0.71 0.32 0.67
With Classifier SourcePage_tf *0.53 *0.56 *0.69 *0.53 *0.38 *0.63
SourcePage_df *0.55 *0.63 *0.68 *0.69 *0.42 *0.68
SourcePage_tfxidf *0.59 *0.64 *0.69 *0.62 *0.41 *0.68
SourcePage_bm25 *0.67 *0.72 *0.77 *0.69 *0.38 *0.70
SourcePage_LM2000 *0.75 *0.80 *0.81 *0.74 *0.37 *0.70
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the same collection and queries that are used when the terms of
queries from the content of source page are selected without term
classification approach. We use URL and anchor text of pseudo bro-
ken links for defining feature scores of terms of the source page.
Tables 9 and 10 show results of effectiveness when the terms from
source page are selected using term classification approach and
without term classification approach. According to the obtained
results term classification have achieved better effectiveness than
generating queries without term classification approach on all
effectiveness measures. This is because term classifier filters all
those terms of source page that have low relevance with URL
and anchor text and this increases the effectiveness of retrieved
results.

7. Combining sources using learning to rank

Since the information available in different sources is comple-
mentary, it is useful to combine sources (features) to gain improve-
ment in effectiveness. We use learning to rank technique to help
“learn” the feature combination (Liu, 2009; Wang et al., 2009,
2010). The expectation is that a feature combination that works
well on a training set will also generate reasonable effectiveness
on unseen queries for repairing broken link. In literature many
machine learning techniques are used for learning to rank. We
use genetic programming based learning to rank (Yeh et al,
2007; Wang et al., 2009; Cummins and O’Riordan, 2009). Genetic
Programming (GP) is a branch of evolutionary computing used to
combine features (Poli et al., 2008). It helps to solve problems that
require to explore exhaustive search. One important benefit of GP
is that user does not need to specify the structure of solution in
advance. GP works with the help of two features; (a) generating
initial population, and (b) recombination of existing population
to evolve better solutions. Initial population is generated randomly
and it is represented in the form of trees. Each tree of initial popu-
lation represents a solution and it is structured with the help of
nodes. Nodes can be either operators (features) or operands (termi-
nals). Then recombination occurs (from the initial population) with
the help of crossover and mutation to evolve efficient solutions.
This is called population of next generation. To evolve better gen-
eration fittest individuals from the current population are selected
in a large percentage. Fitness of individuals is calculated through a
fitness function which measures how well and individual performs
in its environment. This process of recombination iterates again
and again and stops when either there is no improvement in the
fitness function or a predefined number of generations are reached.
Important parameters of GP are; (a) the population size, (b) the
number of generations, (c) the depth of tree, (d) the function set,
and (e) the terminal set.

Our proposed GP based learning to rank framework is as
follows.

Every individual I of the current population represents a retrie-
val model which processes queries. It is a functional expression
and has two components: Sv (features), and Sop (operators). Sv is
a set that it contains all ranking features. We perform a query-
based normalization (using min-max normalization) on all fea-
tures in order to normalize feature values into a range of [0, 1].
Sop contains a set of arithmetic operators (+, /,*). Individual I is
represented in the form of a binary tree structure in which leaf
nodes are ranking features and internal nodes are arithmetic oper-
ators to combine ranking features. In experiments, we generate the
trees up to only 6 (branch) levels and runs the GP for only 150 gen-
erations. Furthermore, we generate 50 individuals in each
generation.

The evolution process then works as follows. The initial popula-
tion is generated randomly using ramped half-and-half method

(Koza, 1992; Poli et al., 2008) and during generation it is ensured
that half of the population must not have all the branches of the
maximum tree depth. In order to survive the fittest individuals of
current population top 10% fittest individuals of the current gener-
ation are moved to the next generation without any modification.
The remaining population is then generated through 70% by cross-
over and 30% by mutation. Parents for crossover are selected using
5-tournament selection approach for removing any kind of bias.
Crossover produces two new individuals and it is performed on
parents by switching their sub-trees with each other. We randomly
select sub-trees for the crossover. To perform mutation we first
randomly select an internal node of individual and then we replace
the whole sub-tree of node with a randomly generated tree. When
the evolution completes its processing a set O representing the best
individuals are returned as a fittest solutions.

7.1. Training dataset and fitness function

For effective training of learning to rank it is important to select
representative samples for training dataset. To avoid over-fitting
we select 50 pseudo broken links randomly (that are not part of
1000 queries) from the “introduction to computers” collection. We
use R@1 (recall at rank position 1) as a fitness function.

7.2. Effectiveness

To ensure whether the learning to rank approach presented
above is working as expected we analyse through following two
factors.

e The maximum-fitness individual from each generation com-
puted on the training data. This allows one to verify that the
genetic programming method is functioning, as well as indicat-
ing that some improvement over base-line-retrieval models can
be made.

e The average fitness for each generation can be examined to fur-
ther ensure that the system is functioning as desired; a sharp
initial rise is expected, after which average fitness should slowly
(but not monotonically) rise.

Fig. 3 shows the improvement in effectiveness that is gained
by the fittest individuals of each generation. As expected,
effectiveness increases in a non-strictly monotonic manner as the
generations evolve. Fig. 3 also shows how the average fitness
improves within each generation as the generations evolve. Within
the first few generations, a large number of individuals yield only

0.65

06 | |

0.55 L
® o5}

0.45 |:

04 ¢ Fittest Individual ]

o ) Average Fitness -
10 30 60 90 120 150
Generations

Fig. 3. Improvement gained with R@1 on the basis of average effectiveness of all
the individuals and fittest individuals of each generation as the generations evolve.
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Table 11
Fittest top three individuals evolved with genetic programming after 150 generations on training dataset.

Rank

Retrieval Model

1

(((((URL_tfxidf * (SourcePage_tf+ URL_tf+ Anchor_tf))
«URLContext_LM2000) + URL_LM2000) + (Anchor_df

*(Anchor Imy farehodloy))+ ((SourcePage bm25+ URL bm25

-+Anchor_bm25)+ (((URL_tf « URLContext _tfxidf) =« URL_tfxidf)
«(SourcePage_LM2000 + URL_LM2000+ Anchor_LM2000))))

(((((URL¢f * (SourcePage_tfxidf + URL_tfxidf + Anchor _tfxidf))
«URLContext_LM2000) + URL_LM2000)

+ ( Anchor_df * ( Anchor LM2000 (Sourcepage,uvlz000+URuM2000+AnchorJM2000>) ) )

URL_Gjxidf
+((SourcePage_bm25 + URL_bm25 + Anchor_bm25) + ((((SourcePage_df

~+URL_df + Anchor_df) = (SourcePage_tfxidf + URL_tfxidf + Anchor_tfxidf))
«URL_tfxidf)  (SourcePage_LM2000 + URL_LM2000 + Anchor_LM2000))))

3 ((((URL_tfxidf + URLContext,M2000) + URL_LM2000)
+ (Anchor df « (AnchorJ_MZOOO * M)))

URLContext _tfxidf

+((SourcePage_bm25 + URL_bm25 + Anchor_bm25)
-+(URL_tfxidf * (SourcePage_LM2000 -+ URL_LM2000 + Anchor_LM2000))))

hline

Table 12

Effectiveness of Learning to Rank on “introduction to computers” collection. We compare the effectiveness of “Learning to Rank” when terms for query are selected from content of

source page using term classification approach.

Query source Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3

SourcePage SourcePage_tf 0.31 0.38 0.51 0.30 0.64 0.71
SourcePage_df 0.32 0.37 0.49 0.34 0.63 0.71
SourcePage_tfxidf 0.30 0.38 0.50 0.32 0.65 0.71
SourcePage_bm25 0.55 0.59 0.65 0.57 0.64 0.80
SourcePage_LM2000 0.57 0.60 0.64 0.57 0.65 0.79
Learning to Rank *0.63 *0.65 *0.70 *0.63 *0.76 *0.88

(+10.52%) (+8.33%) (+7.69%) (+10.52%) (+16.92%) (+10.00%)
Table 13

Effectiveness of Learning to Rank on “agriculture” collection. We compare the effectiveness of “Learning to Rank” when terms for query are selected from content of source page

using term classification approach.

Query source Retrieval Recall MRR Cosine similarity
Model R@1 R@3 R@10 MRR Sim@1 Sim@3

SourcePage SourcePage_tf 0.53 0.56 0.69 0.53 0.38 0.63
SourcePage_df 0.55 0.63 0.68 0.69 0.42 0.68
SourcePage_tfxidf 0.59 0.64 0.69 0.62 0.41 0.68
SourcePage_bm25 0.67 0.72 0.77 0.69 0.38 0.70
SourcePage_LM2000 0.75 0.80 0.81 0.74 0.37 0.70
Learning to Rank *0.81 *0.85 *0.88 *0.81 *0.53 *0.85

(+8.00%) (+6.25%) (+8.64%) (+9.46%) (+26.19%) (+21.43%)

nonsensical weights. These provide poor effectiveness. Then after
few generations, these individuals quickly die out, resulting in
the dramatic improvements on average fitness for the first few
generations. Once the system stabilizes, average fitness rises very
slowly over the course of a large number of generations. When
all generations complete their execution, the fittest individual hav-
ing highest R@1 score is used for effectiveness analysis. Table 11
shows top three individuals evolved through GP based learning
to rank. We use only first individual for analyzing its effectiveness.
Tables 12 and 13 show the effectiveness of Learning to Rank. It is
clear that Learning to Rank outperforms all sources on all effective-
ness measures. In Tables 12 and 13 results, Learning to Rank obtains
significant improvement over the most effective source (content of
page containing broken link). For instance on “introduction to com-

puters” collection, the relative improvements of Learning to Rank
over content of source page with R@1,R@3,R@10, MRR, Sim@1
and Sim@3 are +10.52%, +8.33%, +7.69%, 10.52%, 16.92% and
10.00% respectively., and on “agriculture” collection, the relative
improvements of Learning to Rank over content of source page
are +8.00%, +6.25%, +8.64%, 9.46%, 26.19% and 21.43% respectively.

8. Conclusion

Broken links is a fundamental problem in contextual informa-
tion portals. The work presented in the paper provides a method
(brLinkRepair) to repair broken links using information retrieval.
For each broken link, brLinkRepair recommends related page that
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is similar to the pointed page of broken link. One main technique
that brLinkRepair utilizes is query generation mechanism to search
related pages. The task of query generation is to search relevant
terms from information sources of the page which contain broken
link for constructing queries to retrieve similar web pages. The
experiments presented in the paper show that the relevant terms
need to be selected very carefully otherwise irrelevant terms drift
the retrieved results to noisy (irrelevant) pages. To achieve this, we
explore several sources (e.g. anchor text, context around URL, URL
and full text of page containing broken link) for searching relevant
terms by analzying their proximity relationship to anchor text and
URL. To further improve the effectiveness of system we combine all
information sources using learning to rank approach. Our results
indicate that the combination of sources improves the effective-
ness over just relying on a single source.
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